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1 Introduction 

When the flow of fluid passes upwards through a particle bed and 
the drag force acting on the constituent particles is attained to balance 
the gravitational force exercised on the particles, the bed starts to be 
fluidized. 

With a further increase in the flow rate, each particle is put in 
motion from its quiescent state to a continuously agitated state in the 
upward stream of fluid. Therefore such a fluidized bed—which is used 
for heat exchangers, chemical reactors and drying equipment, 
etc.—can well be expected to have an overall efficient contact of 
particles with fluid which results in an uniform temperature in the 
bed and a high rate of heat transfer between the exposed object and 
the bed. 

In general, it is well known that the mixing state in the fluidized 
bed is classified into two categories, that is, a state of aggregative 
fluidized bed and that of particulate fluidized one. In the former case, 
bubbles form in the particle bed while, in the latter case, bubbles do 
not form. 

Regarding the clarification of a characteristic difference between 
the two beds, some light has been thrown on the subject, experi
mentally or theoretically, by studies of pressure drop across the bed, 
drag force acting on the particles and interstitial flow between par
ticles [1-6]. Nevertheless, presently it can be said that the essential 
characteristic distinction between the two fluidized beds and the 
criteria to predict these fluidizations, which are significantly related 
to the combination of particle, fluid and flow rate, have not been 
sufficiently clarified. 

As for the aforementioned criterion, Wilhelm, et al. [1] proposed 
the use of the Froude number, Frm/ = umf2/dpg, where umf and dp are 
minimum fluidization velocity and particle diameter, respectively, 
based on a concept of interactive forces in the vicinity of bubbles 
generated. They predicted experimentally that the fluidized bed 
would become particulate if Frm/ < 0.13 and aggregative if Frm/ > 1.0. 
However, it might be considered that their proposed criterion has not 
given more clear-cut demarcation for predicting the future develop
ment of the particle bed to be fluidized. For instance, estimating their 
criterion of Froude number by using the Fetterman's experimental 
data [2], one finds that the evaluated critical Froude number results 
in less than 0.13, when the behavior of fluidization observed by him 
is found to still be aggregative. 

This might be caused mainly by the fact that their resulting for
mulation was derived from only the interaction force balance at the 
minimum fluidization, as mentioned above. Romero, et al. [3] sug
gested a modified criterion of dimensionless groups including Froude 
number and Reynolds number, Rem/ = umfdphf, where vf is the ki
nematic viscosity of fluid, on the basis of the instability theory of the 
bed as developed by Wilhelm, et al. [4] whose bed stability theory is 
based on considering the fluidizing medium and dense bed as physi
cally separate phases, especially when the interface of physical system 
pertinent to bed stability adopted in their study is perpendicular to 
the fluidizing fluid flow direction. They suggested that the criterion 

Characteristics of Fluidization of a 
Solid Particle Bed 
A criterion to predict the characteristic of fluidization of particles bed was discussed by 
adopting a modified Froude number, Fr\c. The criterion derived from the hydrodynamic 
instability was compared with experimental data. In addition, the drag coefficient for 
particulate fluidized bed were found to be different from those measured for aggregative 
fluidized bed in a fully development fluidization. 

1 Concurrent position: Reseacher of Daikin Kogyo., Ltd., Sakai, Osaka 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
September 20,1979. 

between particulate fluidized bed and aggregative fluidized bed is 
about 100 in a product of dimensionless groups, such as (pp — f)f)/pf, 
Frmf, Rem/, and Lmf/Dc. Their prediction, however, is no more than 
agreeable to the experimental results in comparison with the Froude 
number criterion by Wilhelm, et al. [1]. Moreover, the use of a product 
of these groups as a criterion of fluidization is seen to be nebulous in 
the cases of air fluidization of glass balloon carried out in the present 
study. Jackson [5] and Pigford [6] carried out their investigations on 
a premise that the criterion should be based on a consideration of the 
stability or growth rate of disturbances. However, it might be said that 
they made their prediction without detailed discussions of whether 
the solution derived from the equation of motion would diverge or not. 
Concluding this, notwithstanding the recognition that one of the 
factors comprised in the criterion is Froude number, it should be 
noticed that these previous predictions for the criterion have not been 
met with satisfactory success. On the other hand, Harrison, et al. [7] 
predicted a stable bubble to be possibly generated in the particle bed 
after fluidization. The theory of Harrison, et al. [7] merely classifies 
fluidization into bubbling, transition and non-bubbling fluidization. 
However, it is clear that the theory does not predict in advance which 
types of fluidization in a given system would exhibit in future. 
Moreover, Verloop, et al. [8] confirmed analytically that the particles 
bed behaves homogeneously at a low voidage after minimum fluid
ization. These results may well suggest that both the generation of 
bubble nuclei and the homogeneous expansion of particles bed could 
be assumed in the vicinity of minimum fluidization. Furthermore, it 
is considered that these interpretations throw a meaningful light on 
the clarification of the criterion problem. 

In the present study, based on these two affirmations by Harrison 
et al. [7] and Verloop, et al. [8], the criterion to predict the future 
development of particles bed after minimum fluidization is investi
gated theoretically by treating the particles-fluid motion as two-phase 
flow and compared with the experimental results. 

2 Development of a Theoretical Model to Predict 
Fluidization Characteristics 

Fundamental Consideration. In predicting how a given particles 
bed would behave at its fully developed stage, it is essential to discuss 
the characteristic particles-fluid motion at the beginning of and after 
fluidization. 

It is experimentally well-known that the pressure drop across the 
bed after fluidization remains approximately in Carman-Kozeny 
equation. In the present study, the pressure drop across the bed before 
minimum fluidization is found to be given in linear logarithemic plots 
with increasing flow rate, and its general tendency is in agreement 
with previously reported results. When the fluid velocity has reached 
minimum fluidizing one, the pressure drop across the bed will be equal 
to the total weight of the constituent particles per unit area. At the 
moment of minimum fluidization or the onset of particles motion, the 
net gravitational force acting downwards on each particle is balanced 
by the upwards component of the drag force. 

In order to ascertain the physical validity of Froude number as the 
criterion prediction, it is requisite to consider the particles motion 
released from their initial contact after onset of minimum fluidization. 
At the minimum fluidization, the well-known dimensional analysis 
of the particles motion under equilibrium is presented as follows, 
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Fig. 1 Variation of Froude number with Reynolds number at minimum flu-
idization 

nfVdpg = 4/3(l/Cdmf'KPp - pf)/Pf, 

Cdmf' = CdtfU) (1) 

where g is gravitational acceleration, pp density of particle, pf density 
of fluid, Cdmf' apparent drag coefficient of bed, Cat drag coefficient 
of a single particle and /(e) voidage function proposed by Wen, et al. 
[9]. Since the drag coefficient is usually a function of Reynolds 
number, Cd = ij>(Remf). umf2/dpg is the same Froude number as 
Wilhelm, et al. [1] proposed. Considering these facts, equation (1) 
could be rearranged as follows. 

Fvmf/(pp - pf)/pf = 4/3/(e)0(Rem/) (2) 

Fig. 1 shows the experimental results of Frm / / (p p - p/)/p/ plotted 
against Rem/ together with the data by Wilhelm, et al. [1]. At a first 
glance of this figure, it is understood that Frm/-/(pp — p/)/pf increases 
with increasing Rem / regardless of two categories. However, after 
carefully inspecting the relationship between Fr m / / (p p - pftlpj and 
Rem/ in the range of the present study, it should be noticed that the 
demarcation between the results obtained from two fluidized beds 
is not clearly distinguished due to their scattered data. This fact may 
suggest that the previously proposed estimation of Froude number 
for the criterion should be reconsidered from the standpoint of more 
sharp prediction for the characteristic discrimination of particles 
bed. 

In order to clarify the characteristic difference between two types 
of fluidized bed, it may primarily be necessary that the pressure drop, 
AP, across the bed and the amount of bed expansion, which are closely 

J I i i i i I 

Fig. 2 Variation of drag coefficient in particulate fluidized bed and aggreg
ative fluidized one in a fully developed region 

related to the drag force Fd acting on the particles bed are examined. 
Because the pressure drop across the bed is expected to be dissipated 
as the energy suspending the particles bed, 

AP/L = Fdf(e)N = P(e)uf (3) 

where L is bed height, /(e) voidage function, N the number of particles 
per unit volume and (3(f) drag coefficient. The relation presented in 
equation (3) is based on an assumption that the drag force on the 
particles bed would be expected to depend on the relative velocity (uf 
— vp) between the fluid and the constituent particles as reported by 
Jackson [5], However, in the steady state, vp is negligibly small and 
also the available domain for equation (3) is approximately Rep < 500. 
Accordingly it is expected that the bed expansion could be evaluated 
by equation (3) when /3(e) is obtained. 

In Fig. 2, the relation between (3(e)//3(e)m/ and Rep /Rem / whose data 
are those obtained by the present study using solid-gas system and 
also Wilhelm, et al. [1] using solid-gas system, is demonstrated. In the 
present study, in order to estimate the /3(e), the amount of bed ex
pansion is directly measured under the condition of atmospheric 
pressure and the pressure drop across the bed is evaluated from ma
nometer readings under constant inlet temperature of the bed. The 
difference between /3(e)//3(e)m/ for aggregative fluidized bed and that 
for particulate fluidized one is examined by using the experimental 
results by Wilhelm, et al. [1] for the latter and the present experi-

.Nomenclature* 

A, B = constants 
apparent drag coefficient 

Cdt = drag coefficient for a single isolated 
particle 

c = wave propagation velocity 
Dc = column diameter 
dp = particle diameter 
Fd = drag force acting on the particles bed 
Frm^ = umf2/dpg, Froude number at mini

mum fluidization 
Frt = ut

2/dpg, Froude number under termi
nal free-falling conditions 

Fi\c = um/2/Xcg, a modified Froude number 
defined by equations (9) and (10) 

/(e) = voidage function defined by equation 
(1) 

g = gravitational acceleration 
k = wave number 
L = bed height 

N = number of particles per unit volume 
AP = pressure drop across the bed 
Rem/ = umsdphf, Reynolds number at mini

mum fluidization 
Rep = Ufdp/vf, Reynolds number 
Re ( = utdphj, Reynolds number under ter

minal free-falling conditions 
Re\c = umf\c/vf, Reynolds number based on 

wavelength, Xc 
t = time 
Uf = overall superficial fluid velocity 
u/ = fluid phase local mean velocity 
Limf = superficial minimum fluidization ve

locity 
Ut = terminal free-falling fluid velocity 
vp = particle velocity 
Up' = particle phase local mean velocity 
x,y = co-ordinates in direction parallel and 

normal to particles and fluid phase flows, 

respectively 
Yo = maximum amplitude 
/3(e) = drag coefficient defined by equation 

(3) 
/3(e)m/" = drag coefficient at minimum fluid

ization 
r] = distance perpendicular to the interface 

at given time and position 
Xc = wavelength 
a = surface tension 
pp, pf = densities of particle and fluid, re

spectively 
Uf = kinematic viscosity of fluid 
</V> <l>f = velocity potentials for practice ve

locity field and for fluid velocity field, re
spectively 

Subscripts * 
p refers to particle 
/ = fluid 
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mental results for the former. In Pig. 2, it is indicated that |8(«)/|8(c)m/ 
could be well correlated with Rep /Rem / in both cases of fluidized bed. 
Special note should be taken of the fact that all the data for aggreg
ative fluidized bed lie below those for particulate fluidized bed at each 
Reynolds number of comparable magnitude adopted in the present 
study. Moreover, the difference between both data arranged in this 
figure decrease with decreasing Rep/Rem/ . From this discussion, it 
might be thought that the particles-fluid motion in aggregative 
fluidized bed and that in particulate fluidized bed have a similar 
characteristic behavior approaching the transitional state adjacent 
to the minimum fluidization. 

On the other hand, in the case of the particulate fluidized bed, the 
particle spacing increases with increasing Rep /Rem / and, hence, the 
drag coefficient for the constituent particles approaches the drag 
coefficient for a single particle monotonically, as estimated from this 
figure. In the case of aggregative fluidized bed, the apparant drag 
coefficient also approaches that for a single particle after steeply 
decreasing with increasing Rep /Rem / since the particle spacing is not 
increased corresponding to the increasing fluid velocity, as compared 
with that for particulate fluidized bed. 

Based on the aforementioned consideration of the behavior of the 
particle bed, the following prediction of the criterion for the demar
cation between the particulate fluidized bed and the aggregative 
fluidized bed might be introduced. > 

The Criterion for Two Types of Fluidized Bed. In the foregoing 
paragraph, the fact that the employment of previously defined Froude 
number as a dimensionless number expressing the criterion of char
acteristic discrimination for two different types of fluidized bed may 
not provide a useful formulation of the criterion is discussed. This 
might be caused by the fact that the previous studies to determine 
the criterion have been achieved in a situation where the criterion is 
to be derived from only the interactive force balance between fluid 
and particles in the state of minimum fluidization. 

On the other hand, when the flow rate increases after minimum 
fluidization, it is well recognized that the fluidized bed would develop 
in either the particulate fluidized bed where the constituent particles 
expand, keeping an interactive force balance acting on the particles, 
or in the aggregative fluidized bed where the constituent particles are 
mixed by plume-like bubbles generated in the bed. Moreover, it can 
be said that these two categories of a fully developed fluidization 
probably depend on the original physical characteristic of the bed, 
which is significantly related to a combination of fluid-particles 
adopted. Therefore, in establishing the aforementioned criterion, it 
is felt that attention should be turned to the instability problem in 
a transitional state soon after minimum fluidization, where the in
teractive balance between drag and bouyant forces acting on the 
particles, and also the bubble nuclei comprising an escape dome to 
be generated in the bed, as Nicklin [10] described, could be assumed 
to hold. From this standpoint, the present approach to establishing 
the criterion is developed by treating the fluid-particles motion in the 
aforementioned transitional state as an instability problem of two-
phase flow motion which it may be possible to treat as the Taylor-
Helmhortz instability problem, as indicated schematically in Fig. 3. 
The figure on the left in Fig. 3 indicates a model for the present the
oretical treatment confined to a situation at minimum fluidization, 

CONTINUOUS 

PARTICLES 

PHASE 

PARTICLE 1/ 

FLUID 

Y « ^ 

F L U I D PHASE 

Fig. 3 Schematic description and system of co-ordinates of two-phase flow 
model for fluidized bed behavior 

in which the fluid flows through the particle bed, while the figure on 
the right represents the co-ordinate system of the particles-fluid phase 
interface and the gravitational direction acting downwards in the 
negative x -direction. As shown in Fig. 3, it is noted that the present 
physical model in which the particles-fluid interact is vertically ar
ranged, is clearly different from the one adopted by Wilhelm, et al 
[4]. 

If the two-phase flow is assumed to be continuous and incom
pressible, and the fluid phase is nonviscous while the particles phase 
is continuous, the velocity potentials of particles and fluid phases, <j>p 

and 4>f, are generally taken in the following forms: 

<Pp = —Vp'x + Aeky cos k(x — ct), 

4>f~— u/x + Be - *? cos k(x — ct) (4) 

where vp' and uf are mean velocity of particles phase and that of fluid 
phase respectively, c wave propagation velocity, t time, A, B arbitrary 
constants, k wave number, and x and y co-ordinates, respectively. The 
co-ordinate of y corresponds to the upwards flow direction. 

At the interface between two phases without mixing, the following 
boundary conditions are given: 

{dri/dt) + vp'(dV/dx) = -(d^p/dy)y=„, 

(dV/dt) + ufidy/dx) = -(S4>f/dy)y=v (5) 

where r\ is distance perpendicular to the interface. The wavy interface 
is described by the displacement of the surface from a plan surface 
(y = 0) where no perturbation exists. The solutions satisfying these 
boundary conditions are given by using the form of the interface as 
r} = Y0 sin k(x - ct), where Y0 is maximum amplitude shown in Fig. 

*/ = 

-Vp'x + (c - vp')Y0e
ky cos k(x - ct) 

-ufx — (c - uf)Y0e~hy cos k(x - ct) (6) 

If these velocity potentials are adopted, one obtains the pressures 
exerting on the interface as follows. 

PP = PP[k(c - up')
2 - g]Y0 sin k(x - ct) 

Pf = ~Pf[k(c - uf)2 + g]Y0 sin k(x -ct) (7) 

On the other hand, it is known that the pressure difference across 
the interface is usually given by pp — Pf = —a(Z>2ri/Z>x2). 

Substituting the above-mentioned pressures into the expression 
of (pp - pf), the general solution of the two-phase flow yields the 
following relation, 

PP(c - Vp')2 + pf(c - uf)2 = (pp - pf)g/k + ok (8) 

If the surface tension of fluid is negligible small, the wavelength at 
the neutral state corresponding to the state of minimum fluidization 
is given by the following correlation after expanding of equation (8) 
with respect toe . 

Ac = 2Tr{pppf/(pp2 - pf
2))umf

2/g (9) 

As will be seen in equation (9), the wavelength, Ac, is a function pf 
physical properties of fluid and particle. Moreover, taking into ac
count of the present derivation, the value of Ac should correspond to 
the magnitude of the assumed bubble nuclei of escape dome to be 
generated in the bed at minimum fluidization. 

PRESSURE tAPS -

DISTRIRUIOR 
PEA IE 

/Z" 

CALMING SECTION 
PACKED J l l t t 1 RON 
BALLS AND GLASS 

HEADS 

FLUIPIZHIG FLUID 

Fig. 4 Schematic drawing of test section 
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3 Experimental Determination of Fluidization 
Characteristics 

Experimental Apparatus and Procedure. One of the purposes 
of the present study is to discuss the effective parameters dominating 
the behavior of pal'ticles fluidized by fluid. Accordingly, an attempt 
to establish a theoretical model which might be more pertinent to the 
behavior of fluidized bed is made for a two-dimensional fluidized bed. 
For this purpose a two-dimensional test bed in which solid particles 
are fluidized by air under atmospheric pressure is constructed. 

Main test section of the present experimental apparatus is depicted 
in Fig. 4. Inside dimension of the section is 100 mm X 15 mm X 300 
mm, while another dimension of 200 mm X 15 mm X 300 mm is used 
for checking the size effect of bed. The test section as a particles bed 
container is made of acrylic plate in order to visually observe the 
two-dimensional particles motion in the bed. The calming section, 
through which the compressed air used to fluidize the particles bed 
is initially calmed, is packed with iron balls 10 mm in diameter and 
glass beads 6 mm in diameter which are supported by an acrylic plate 
distributor 5 mm in thickness. The distributor has many holes of 0.6 
mm in diameter, which are arranged in order every 5 mm in pitch. A 
silk screen is placed on the surface of the distributor in order to pre
vent the solid particles to be fluidized from dropping into the calming 
section. The three pressure taps, 8 mm OD and 0.8 mm ID, are in
stalled on one of the vertical walls of the test section to measure the 
static pressure gradient in the bed and also to check the uniformity 
of the flow. They are made of brass and are connected to each ma
nometer from which the pressure drop across the bed is evaluated. 

In the present experiments, the flow rate of supplied compressed 
air is measured by an orifice meter or a gas flow meter which is care
fully calibrated by a standard pressure gauge. Furthermore, the 
minimum fluidizing velocity is evaluated by the pressure drop-su
perficial fluid velocity curve to be obtained. 

The solid particles adopted in the present experiments are glass 
beads, polyethlene beads and glass balloons having several diameters 
of each. The physical properties of these particles are given in Table 
1. The arithmetic average diameter listed in this table is evaluated 
by the mesh screen analysis and by measuring each diameter of the 
particles with a micrometer. Prior to each run the particles bed is 
prefluidized to insure uniformity of packing. The pressure drop across 
the bed is measured before and after fluidization. 

In a fluidizing state, the expansion of the bed is also measured. All 
the experimental data are obtained under a steady state and repre
sented by their time mean values. A relation between pressure drop 
and flow rate of air is examined for several height of bed ranging from 
10 mm to 100 mm. 

Determination of AC. In order to clarify the characteristic of AC, 
the relation between the AC and the rising velocity, umf which could 
be evaluated from Ergun's prediction [11], is examined. 

Fig. 5 shows the relation between Urn! and Acg. As mentioned above, 
Urnf is the minimum fluidization velocity and also is adopted by using 
the graph of pressure drop against superficial velocity as is usual. In 
order to examine the effect of wall interaction on the two-dimen
sionality in the present study, an attempt to compare the prediction 
of minimum fluidization velocity U m! by Ergun [11] with the experi
mental results is made. Except for very large particles, the experi-

Table 1 Experimental conditions 

Solid 
Material 

H 
Glass beads 

Polyethylene beads 
G lass balloon 

Mean Particle 
Diameter 

[mm] 

0.115 
0.230 
0.387 
0.850 
1.100 
1.531 
2.000 
1.200 
0.359 

Journal of Heat Transfer 

Particle 
Density 
[Kg/m3] 

2500 

1087 
190 

Fluidizing 
Fluid 
[-] 

Air 

Air 
Air 

mental results of Urn! in the present study are ascertained to agree with 
the predicted criterion of the demarcation between two types of 
fluidized bed within a deviation of 8 percent, in general. Therefore, 
it is considered that the data obtained may give comparatively reliable 
results, though the wall interaction may have a significant effect on 
the formation of the bubble. As can be seen in Fig. 5, it is clear that 
the presentations where urnf is proportional to (Acg)O.5 appear ap
proximately in this figure for both fluidized beds and that there is a 
difference between both relations. Furthermore, it should be noted 
that such a AC corresponds well to the diameter of bubble nuclei in 
the experimental correlation proposed by Davies, et al. [12]. From 
these discussions it might be concluded that Umf and AC have im
portant roles in the demarcation between the two fluidized bed be
haviors. AC is an especially meaningful key for the determining 
whether the initial bubble nuclei will grow or not with increasing flow 
rate since the initial voidage minimum fluidization is closely con
nected with the magnitude of bubble nuclei. Furthermore, it may be 
noted that the proportional constant is taken from Fig. 5 and the 
constant for aggregative fluidized bed is larger than that for a par
ticulate fluidized bed. As a consequence, it might be said that an in
herent constant pertinent to the discrimination of whether fluidiza
tion become aggregative or particulate presumably exists. 

Fig. 6 shows a relation between Rexc (= UmfAC/vf) and Remf(= 
umfdp/vf}. In Fig. 6, it may be clearly understood that the relation 
between AC and dp for aggregative fluidized bed is a little different 
from that for particulate fluidized bed. 
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4 Comparison of Theory and Experiment 
In order to distinguish the characteristic difference between two 

types of fluidized bed more clearly, the voidage function, /(e), which 
is obtained from the drag force ratio between the particles and for a 
single isolated particle, is discussed in connection with Xc. 

In the transitional state the following relation is described since the 
drag force for a single particle-fluid motion and that for the present 
particles-fluid motion can be equated: 

V 2Cd f (T/4)d pW = 1 /2<W(ir /4)d p
2 u m /

2 , 

-2 = m Cdmf'/Cdt = Ut
2/umf (10) 

where ut is the terminal velocity. Thus a function of voidage, /(e) in 
(10) which is defined in equation (1) might be estimated by using both 
umf and ut, while a function of voidage /(e) is dependent on Reynolds 
number based on the terminal velocity and varies from 200 to 104. 

Rowe [13] showed experimentally the constant (ut/umf)2 of 68.5 
whose root square corresponds approximately to 8.72 predicted by 
Pinchbeck, et al. [14], who predicted ut/umf being a function of CdtR^t 
and approaching the aforementioned value from 90 with increasing 
Reynolds number. Therefore, the present range of variation of/(e) 
may be reasonable. In the range of interest, that is, 0.4 < Re t(= 
utdp/vf) < 500, the drag force coefficient, Cdt for the estimation of 
Ut is chosen as Cdt - 10/Ret

0-6 [15]. In order to clarify the relation 
between Xc and /(e), dimensionless wavelength dp /Xc is plotted 
against Cdmf'/Cdt in Fig. 7. Inspecting this figure carefully it should 
be noticed that a difference between the tendency for particulate 
fluidized bed and that for aggregative fluidized bed exists within the 
range of the present study and all the data of the dimensionless term 
dp/Xc for the latter lie below the data for the former. In this figure, 
it could be understood that the criterion for the discrimination be
tween two types of future development of fluidized bed corresponds 
well to a demarcation line whose slope is approximately constant at 
1.67 in the range of 0.4 < Re t < 500. Namely, the criterion for the 
aforementioned discrimination is presented as follows: 
For particulate fluidized bed, 

dp/Xc > 1.54 X 10-3(u (
2 /um /2)L 6 7 , 

Frm / /FrX c > 1.54 X 10-3(Rep/Rem /)
1 3 4 

For aggregative fluidized one, 

dp/Xc < 1.54 X lO-^UtVum/2)1 '87, 

or 

Frm / /FrX c > 1.54 X lO-^Rep/Re^) 1 - 3 4 

The above-mentioned criterion based on the Xc, which is derived 
from two-phase flow motion instability and is a function of density 
ratio (pp — p/)/pf, viscosity jy, and minimum fluidization velocity umf, 
may possibly apply for solid-liquid system as well as solid-gas system, 
as Simpson, et al. [16] mentioned that there is no fundamental dif
ference between these two types of fluidization. Moreover, in ob
taining the present study for the particulate fluidized bed data by 
Wilhelm, et al. [1], who carried out experiments in a solid-liquid 
system, are also used. 

5 Conclusions 
The useful characteristic criterion to predict the future develop

ment of aggregative and particulate fluidized beds are obtained by 
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Fig. 7 Empirical correlation of criterion prediction for two fluidized beds. 
Solid line is discrimination line 

adopting a modified Froude number, FrXc, as defined in this study. 
The usefulness of the present proposed criterion is ascertained by 
using experimental data including previously reported data under 
the condition of atmospheric pressure. 
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Solids Circulation in Turbulent 
Fluidized Beds and Heat Transfer 
to Immersed Tube Banks 
In gas fluidized beds of large particles, a change in flow regime from bubbling flow to tur
bulent flow has been observed as the superficial gas velocity is increased. Solids flow and 
heat transfer models based on the bubbling flow regime are not generally adequate in the 
turbulent flow regime. A turbulent flow model is given here that is supported by limited 
solids flow measurements. A simplified model of the heat transfer to tube banks immersed 
in fluidized beds, that employs the solids flow model, is also given and is shown to be sup
ported by data over a wide gas pressure and temperature range with particles in the 
350fim to 2600/j.m size range. 

Introduction 

In recent years increased consideration of the use of large gas 
fluidized beds in the power generation application area has influenced 
a trend toward higher gas velocity, larger particle systems. While the 
maximum energy density fluidized bed operation conditions, at
tractive to power generation application, have not yet been defined, 
an information gap does exist between the relatively low gas velocity, 
small particle systems common to the chemical process industries and 
the high velocity systems now being investigated in the power gen
eration field. Our early modeling studies [1] in particular indicated 
solids flow regime transition from the more intensively studied 
bubbling or slugging regimes to the bubble-free turbulent regime in 
the particle sizes and superficial gas velocity range of interest to the 
power generation application. A review of prior work did not uncover 
an existing turbulent fluidized bed flow model applicable to larger 
particle fluidization. In view of the above, a turbulent flow model is 
given here that contains the most essential elements of the observed 
flow process and that provides the phase flow rates required by a heat 
transfer model for immersed tube bank performance. While basic 
measurements, coupled with macroscopic models of the particle-
surface interaction process, are still required to generate sufficient 
fundamental understanding of the heat transfer at surfaces immersed 
in fluidized beds, the simplified heat transfer model presented here 
is needed to improve correlations to be used by designers and to guide 
measurements planned for the future. 

Flow Regimes 
Above the 'minimum fluidization point it is generally recognized 

[2] that isolated bubbly flow exists, followed by rapidly growing, co
alescing bubbly flow as the gas flow is increased. The behavior of the 
bubbling flow has been modeled with considerable success by Da
vidson and Harrison [3], Kunii and Levenspiel [2] and others. The 
transition from bubbly to turbulent flow has been studied by Da
vidson and Kehoe [4] and Yerushalmi, Cankurt, Geldart and Liss [5] 
who also observed and discussed the turbulent flow regime and who 
ascribe its first identification to Lanneau [6]. While Yerushalmi, et 
al. [5] and Lanneau [6] dealt with very small particles, where the 
turbulent regime is accompanied by significant bed loss, hence recycle, 
our observed large particle transition to turbulent flow is at a gas 
superficial velocity well below the particle terminal velocity [1]. The 
transition to turbulent flow as described in [1] occurred at a reduced 
velocity of 0.55-0.65 for 650um particles and 0.30-0.35 for 2600um 
particles. The reduced velocity is defined here as the ratio of the su
perficial gas velocity-to-single particle terminal velocity. In the ab-
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Fig. 1 Turbulent flow model 

sence of tube banks in the fluidized bed, the turbulent flow regime 
consisted of superimposed solids eddy motion on cocurrent and 
counter-current solid-gas flow. In the presence of tube banks [1] the 
turbulent flow regime becomes more ordered with obvious cocurrent 
and counter-current particle streaming motion. 

Turbulent Flow Model 
The initial purpose of the flow model given here is to provide a basis 

for predicting the average heat transfer to a tube bank. A secondary 
purpose is to permit the prediction of the solids velocities which are 
of importance to the understanding of solids-internals interaction, 
i.e., erosion, and to allow the prediction of the solids axial dispersion 
coefficient which is required to predict solids mixing rates. 

While the observed solids flow behavior in the turbulent regime 
directly suggests the use of a cocurrent and counter-current gas-solids 
flow model with superimposed lateral mixing, such a modeling ap
proach has also been employed by VanDeemter [7] in bubbling flow 
where the upward flowing (cocurrent) streams are taken to include 
all gas bubbles. Although VanDeemter's effective diffusion coefficient 
is expressed in terms of the volume fraction occupied by the upflow 
and downflow solids respectively, these variables imply the knowledge 
of the bubble void fraction. 

The turbulent gas-solids flow model assumed here is shown sche
matically in Fig. 1. The primary assumptions inherent in this flow 
model are: 

• The bed is divided into multiple particle upflow channels (2A„) 
and particle downflow channels (SA^) that consider lateral particle 
exchange between flow channels. Inlet effects due to the distributor 
and exit effects due to disengagement at the top of the dense bed re
gion are neglected; i.e., the local void fraction and phase velocities are 
constant in the axial direction in each flow channel. 

• In the upward channels, the particulates and gas are in cocurrent 
steady flow at superficial velocities of Uset and Usg, respectively. In 
the downward flow channels, the particulates are in counter-current 
steady flow with respect to the net upward gas flow at superficial ve
locities of U'sd and U'sg, respectively. Simple corrections can be made 
to the channel gas flow velocities to include gas backmixing but these 
have not been made here. 

• A uniform or single mean (such as surface mean) particle size is 
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Fig. 2 Correlation of liquid fluidized void fraction data for 100/im particles Fig. 3 Correlation of gas fluidized void fraction data for 155/im particles [11] 
[9] and 465/im particles [10] and for 650/im particles [1] 

assumed to exist in the bed with no "dead" or zero flow regions within 
the bed. . 

• A mixing length concept is employed that is defined by the bed 
height needed for the mean lateral flow exchange of particles to be 
equal to their axial through flow rate. Any flow resistance to particle 
flow due to bed internals is lumped in the mixing length definition. 
Lateral gas mixing between flow channels is neglected. 

• The heat exchanger offers a uniform flow resistance over its cross-
section. While the relations given here are based on bed cross-sectional 
areas, they can easily be employed based on the mean particle plus 
gas flow area actually available within the exchanger. 

The average void fraction in a fluidized bed can be well represented 
by equation (1) as shown by Richardson and Zaki [8] where UT is the 
terminal velocity of a single particle in the gas stream. 

U "gap . 

UT 

(1) 

For liquid fluidized beds, n is normally constant in equation (1) (see 
Fig. 2), while for gas fluidized beds, n decreases with increasing su
perficial velocity (see Fig. 3). While an improved correlation method 
for the average bed void fraction has been developed [1], the form 
given by equation (1) is employed here for simplicity. Note that the 
presence of the tube bank has a negligible effect on aau in view of its 
small volume in relation to the bed [1]. 

When both phases are in steady flow it can be shown that [12], in 
the upward and downward (counter-current) flow channels, equations 
(2) and (3) give the relations between the superficial phase velocities 
using equation (1) for the void fraction correlation form. 

Usg = UTam + - Usd 

1 — a 

U'ss = UTa'P - —— U'sd 
1 - a 

(2) 

(3) 

Note that, in view of the variation of the exponent n with superficial 
velocity in gas fluidized beds, the exponents m and p are employed 
in equations (2) and (3). The prime designation refers to the down
ward (particle) flowing channel conditions. 

Conservation of mass and continuity yield equations (4, 5) and (6) 
with no particle loss from the bed: 

2AdU'sd = XAuUsd 

2Ad(l - a') + SAM ~ a) 

2A d + 2AU 

2AdU'sg+2AuUsl 

I -Ota 

Uai 

(4) 

(5) 

(6) 2A d + SAU 

Equation (7) represents the time and space averaged ratio of up 

- N o m e n c l a t u r e . 

Au, Ad = cross-sectional area of a represen
tative upflow channel and downflow 
channel, respectively 

Ai = interfacial area between representative 
upflow channel and downflow channels 

C = ratio of particle upflow-to-particle 
downflow cross-sectional areas in bed (see 
equation (7)) 

dp = particle diameter 
g = acceleration due to gravity 
h = average heat transfer coefficient 
M = length ratio defined by equation (10) 
Nu, NuA. = Nusselt number at the same su

perficial velocity for heat transfer to bed 
internals in a fluid bed and without parti
cles present, respectively 

Nuu , Nu,i = Nusselt number for bed inter
nals located in upflow and downflow 

channels, respectively 
P = perimeter of representative upflow 

channel 
AP = static pressure difference 
U = velocity 
Usgav Usdau = superficial gas velocity and 

superficial solids velocity, respectively, 
based on total bed cross-section 

Usg, U'sg = superficial gas velocity in particle 
upflowing and particle downflowing 
channels, respectively 

Usd, U'sd — superficial particle velocity in 
particle upflowing and particle down-
flowing channels, respectively 

UT = particle terminal velocity 
w = lateral particle mass velocity per channel 

in bed in one direction 
W = axial particle mass velocity per channel 

(in upflow) 
AZ = axial length of bed region under con

sideration 
AZm = mixing length (see equation (11)) 
« a u = overall average void fraction based on 

mean bed height 
a, a' = void fraction in particle upflowing and 

particle downflowing channels, respec
tively 

ps = particle density 
pg = gas density 
T, = interfacial shear between particle upflow 

and particle downflow channels 

Subscripts 

au — average over bed cross-section 
su = in channel with upward flow 
sd = in channel with downward flow 
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(7) 

Fig. 4 Schematic of typical upflow channel 

flowing and downflowing channel cross-sectional areas: 

2Ad 

Considering an axial length AZ in the bed removed from the dis
tributor and the top bed region, we can write the force balance for a 
representative upflowing channel as given by equation (8), where Ai 
is the interfacial area between the representative upward and 
downward flowing channels and Au is the cross-sectional area of a 
representative upflowing channel (see Fig. 4). As will be shown below, 
as long as the mixing length is constant over the bed cross-section, the 
individual channel cross-sectional areas need not be all equal in this 
model. 

APU = psg(l - a)AZ + Ti - i 
Au 

(8) 

The interfacial shear stress is expressed by equation (9) in terms 
of the transverse particle mass velocity exchange w at the interface, 
where for simplicity, the mean particle velocity difference is taken 
as the gradient at the interface. The frictional flow resistance offered 
by bed internals is introduced subsequently in terms of the mixing 
length employed when tube banks are present. The gas phase shear 
stress is neglected. 

\Usd\ | \U'sd 

1 
(9) 

If we define the mixing length (AZm) by equations (10) and (11) 

AZm = MAZ (10) 

then equation (11) gives the relation between the lateral, w, and axial, 
W, upward flowing particle mass velocities in a representative 
channel. 

Au 
(W) 

I Au 

\PAZ, 
(PsUsd) 

\PAZJ " " \PAZr 

From equations (5, 7, 9,10) and (11), we obtain equation (12) 

Ai TT J 1 C 
PsUsi • + • 

(11) 

(12) 
Au ' U - a 1 • 

It can now be seen that, by including the flow resistance due to in
ternals in the mixing length ratio, M—i.e., decreasing mixing length 
caused by increased shear stress—one can include such flow resistance 
by measuring or assuming the mixing length. Equation (12) also shows 
that in this model the shear term in the force balance (equation (8)) 
is independent of the representative channel cross sectional area. 

Similarly, the force balance on the downward flowing channels 
yields equation (13). 

Ai 
APd = PsSa ~ a')AZ - Ti • 

Ad 

(13) 

If no lateral static pressure gradients exist, equation (14) relates the 
channel force balances where AZ is taken to be AZm. 

APav = P„g(l " aaa)AZm = APU = APd (14) 

From equations (8, 12) and (14) we now obtain equation (15) 

Usd = -
gAZ{a-

1 
- + 

Af(1 - a) Mil - a') 

1/2 

(15) 

With the exponents n, m, andp given by the average void correla
tion, equations (3, 4, 5, 6) and (7) relate Usd, C, and a in terms of 
equation (16) with Usd given by equation (15). 

< W i + c ) • UTam + - USI = UT[1- |(1 - «„„) 

+ C(a - aau)\Y 

1- a 

C [ / 8 j [ l - [ ( l - g J + C ( g - Q | ] 

(1 - «„„) + C(a - a „ ) 
(16) 

As C -*• 0, in = p = n so that the model yields a uniform superficial 
velocity equal to Usga[l. The mixing length AZm, as well as the fraction 
of total cross-sectional area in upflow are still inputs for which data 
are lacking. For this reason, a parametric set of calculations has been 
carried out to examine the effect of varying C and AZm over the range 
of superficial velocities, particle sizes and measured bed void fraction 
(n, m, and p values) of interest. These calculations have yielded the 
following results: 

1 For a constant value of the exponent n, as in liquid fluidized 
beds, there is no solution when equation (1) is employed; i.e., the 
counter-current flow model does not exist. This is in agreement with 
observations if one neglects wall effects. 

2 There are always solutions provided the exponent n in equation 
(1) decreases with increasing superficial velocity. This is also in 
agreement with gas fluidized data. 

3 The circulating particle mass velocity is proportional to the 0.4 
power of the mixing length. 

4 The circulating particle mass velocity per unit bed cross-sec
tional area increases and then decreases as C increases from zero at 
a constant mixing length. There is a maximum upflow cross-sectional 
area fraction above which there is no solution. 

5 As the superficial gas velocity approaches UT, the solids cir
culation rate approaches zero. 

At given mixing lengths, the maximum calculated upflow and 
downflow superficial solids velocities, given the average superficial 
gas velocity, using equations (15) and (16) yielded reasonably good 
linear correlation with respect to the average solids fraction (1 — aa0). 
Using a value of AZm = 0.305m, the values of Usd and U'sd calculated 
over a relatively wide range of gas properties in the 650/um-2600/im 
particle size range (2.5 specific gravity) are shown in Fig. 5. The 
maximum solid circulation rates shown in Fig. 5 resulted at values of 
C = 0.4 to 0.5. Eighty percent of the calculated values fall within ±20 
percent of those given by equations (17) and (18) at a constant mixing 
length of 0.305m. 

Usd = 0.404 (1 - aau) (m/s) 

U'sd = 0.193 (1 - «„„) (m/s) 

(17) 

(18) 

While no direct measurements of the mixing length in fluidized 
beds are available some indirect support exists for the use of the bed 
diameter as the mixing length in deep beds without internals and for 
the use of the spacing of bed internals as the mixing length when such 
internals exist in beds. In bubbling flow an increasing value of the 
mixing length with superficial gas velocity is expected [7, 13], until 
the bubble diameters have reached values determined by the equip
ment. In turbulent deep fluidizgd beds without internals the limiting 
mixing length is thus assumed equal to bed diameter until more data 
become available. In the presence of tube banks, the observation and 
calculation of Hoke, et al. [14], that the tube row spacing appears to 
dictate mixing length, is supported by the size of the solids circulation 
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Fig. 6 Comparison of measured and calculated superficial solids velocities 
for 2600/tm dia glass solids in a 0.305m bed fluidized with air at 1Atm 

cells observed in this investigation [1]. Again, until further data are 
available, the average spacing between tubes in a tube bank is taken 
here to be equal to the mixing length AZm when a tube bank is im
mersed in the bed. 

Some initial measurements of particle mass velocity have been 
carried out to compare with the model prediction. Using a calibrated 
traversing particle impact probe, which employed a 0.25cm dia pi
ezoelectric pressure transducer and suitable data handling equipment 
to measure the individual particle impact rate, the mean upflowing 
and downflowing solids superficial velocities were experimentally 
determined in a 0.305m X 0.305m atmospheric pressure fluidized bed. 
A narrow size distribution of 2600^m glass particles was employed 
with a perforated plate distributor using a 40cm static bed height over 
a range of superficial air velocities. These data are compared with the 
model calculation in Fig. 6 where AZm = 0.305m and C = 0.45 at the 
maximum calculated solids circulation. Note that reasonable agree
ment with the model exists in the magnitude of both Usd and U'stj-
The mean calculated absolute particle velocities of 0.35 to 0.5 m/s in 
upflow and 0.15 to 0.2 m/s in downflow were within 25 percent of the 
mean impact velocities measured by the data in Fig. 6. Note also that, 
while bubbling flow tended to predominate for values of USg/Ur less 
than about 0.3 in Fig. 6, the solids circulation data scatter about the 
model prediction about equally in both flow regimes. No bubble 
frequencies or sizes could be measured with any accuracy under the 
flow conditions in Fig. 6 so that a solids circulation model based on 
bubbling flow, such as that of Kunii, Yoshida and Levenspiel [13], 
could not be employed to compare to the data. While more particle 
flow data need to be obtained using other particle sizes and densities, 
as well as other bed geometries, the initial flow model comparison in 
Fig. 6 is promising. 

Until more particle circulation data become available, it will be 
assumed that the most likely solution, at a given mixing length, is the 
value of C for which the total particle circulation rate is a maximum. 
This assumption has been employed to date in the heat transfer model 
presented below. 

H e a t T r a n s f e r Mode l 
To formulate a heat transfer model in the flow regime that can be 

approximated by the quasi-steady counterflow particle model out
lined above, it seems reasonable to relate previous correlations for the 
heat transfer in tubes carrying gas fluidized particles in transport to 
our case where the particles flow up or down over immersed sur
faces. 

The heat transfer to cocurrent gas-particulate flow in tubes has 
been studied by several workers. Schluderberg, et al. [15] and Hawes 

and Holland [16] used particle sizes <20/^m at particle loading ratios 
(PsUsd/PgUsg) up to 100 while Danziger [17] and Wilkinson and 
Norman [18] used mean particle sizes up to 70jitm at particle loading 
ratios up to 450. Danziger's mean particle size of 50jitm included a 
lOjum-210/um particle size range. These workers correlated their heat 
transfer data using equation (19) with negligible effect of particle 
size. 

Nu 

Nu„ - ( ' • 
pMsd\0M 

(19) 
PgUsgl 

Jepson, Poll, and Smith [19] showed agreement with equation (19) 
using 250/^m particles at a large particle loading ratio and decreasing 
heat transfer coefficients with increasing particle size at all loading 
ratios. The effect of larger particles on the heat transfer in fluidized 
beds was investigated by Baskakov [20] who determined the particle 
size proportionality shown in equation (20). While Baskakov [20] 
correlated the maximum coefficient value using equation (20) this 
proportionality is employed here over the range of gas superficial 
velocities of interest as a first approximation and in view of the fact 
that the ratio of the coefficients to the maximum coefficient with 
varying gas velocity was nearly the same for all particle sizes investi
gated. To include 

h ~ (dp)~1 / 3 20/xm < dp < lOOOjtm 

h » constant 1000/im <dp < 3000/tm 

this particle size effect in the heat transfer correlation equation (21) 
employs a reference particle diameter of 150jitm as a compromise 
between the data of Danziger [17], Wilkinson and Norman [18], 
Jepson, et al. [19], and Baskakov [20]. 

Nu 

Nu* 1 + 
150 \o-73 lPsUsd 

dp(tim)) \peU, 

for 20/im < dp < lOOOjim (21) 

for 1000/xm <dp < 3000/xm, dp = 1000 in equation (21) 

It is suggested that, for both the upflowing and downflowing 
channels in the flow model given here, the heat transfer to an im
mersed surface can also be correlated by an equation that has the form 
of equation (21). If the boundary layer disturbance by the particles 
and the transient conduction to particles impacting the surface are 
applicable phenomena, then the local void fraction and local gas ve
locity should be more important than whether or not the particles are 
in cocurrent or counter-current flow. Vreedenberg's data [22] lend 
a little support to this point. 

To employ equation (21), Nug is evaluated for the tube bank ge-
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Fig. 7 Comparison of measured and calculated heat transfer coefficients 
to a horizontal staggered tube bank immersed in an air fluidized bed at 20°C. 
The hashed region represents the range of coefficients for different tube lo
cations in the bank. 

ometry in question using existing heat transfer correlations. The value 
of Nu is then calculated using the gas and solid superficial velocities 
pertinent to the upflow and downflow regions calculated using the 
flow model. That is, the values of Usg and Usct in upflow as well as U'sg 

and U'sd in downflow as calculated from equations (5, 7,15) and (16) 
are substituted in equation (21) to obtain the Nusselt number in the 
upflow region, Nu„, and downflow region, Nuj , respectively. The 
average Nusselt number, Nu, is then obtained from equation (22). 

Nu 
CNuu + Nurf 

(1 + C) 
(22) 

When this implicit method was applied, over the range of particle sizes 
and gas conditions shown in Fig. 5, to horizontal tube bundles im
mersed in the fluidized bed, it was found that, using the average gas 
superficial velocity with the area mean superficial solids velocity 
(Usda„) as given in equations (23) and (24), the calculated heat transfer 
coefficients were within 10 percent of those calculated using the more 
exact implicit method. 

Uf;dn„ 
2C 

Ad„„ = j ^ r } Usd = (0.639)(0.65)(1 - a0„)AZm°-o (23) 

(24) Usdao = 0.42(1 - aav)AZm0A (m / s) 

with AZm in meters 

Equation (23) comes from equation (17) and Fig. 5 where AZm = 
0.305m and where C = 0.47. Equation (24) is then employed with 
equation (25), where the tube bank convection Nusselt number 

Nu 

Nu„„, 

,) is based on Usgm in the absence of particles. 

1 + | 1 5 ° ^073 (PsUsdm 

,(ixm)j XpgU, 

for 20/um < dp < lOOOjum (25) 

for lOOttyim < dp < 3000/rai, dp = lOOOjjm in equation (25) 
Considering the assumptions in this heat transfer model and the 

implicit nature of equations (15) and (17) the simplified expressions 
given by equations (24) and (25) were employed in the comparisons 
with tube bank heat transfer data shown in Figs. 7-9. 

The hashed regions in Fig. 7 include the range of measured heat 
transfer coefficient for a ten row horizontal staggered 3.18cm OD tube 
bank having 10.2cm horizontal tube-to-tube spacing and a 5.7cm 
vertical row-to-row spacing. A 40-70cm static bed height of closely 
sized 2600/itm glass ballotini (2.5 s.g.) were employed in a 0.305m X 
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Fig. 8 Comparison of measured and calculated heat transfer coefficients 
to a horizontal staggered tube bank immersed in an air fluidized bed at 1atm 
and 20 "C using 350/um particles [23] 
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Fig. 9 Comparison of measured and calculated heat transfer coefficients 
to a horizontal staggered tube bank immersed in a coal combustion fluidized 
bed at latm, 815°C using a 700/tm mean particle size [24] 

0.305m bed. The solid line is that calculated from equations (24) and 
(25), with the N%a„ determined using the tube bank heat transfer 
correlation of McAdams [21]. The dotted line represents the predic
tion using the often employed correlation of Vreedenberg [22] es
tablished at one atmosphere for smaller particles in fluidized beds 
under bubbling flow conditions. It is clear that, as one proceeds into 
the turbulent regime at 1 atm, i.e., above US!,/UT = 0.35 in Fig. 7, the 
heat transfer correlation of Vreedenberg [22], established in the 
bubbling regime, is increasingly in error. The extrapolation of the 
bubbling bed correlation of Vreedenberg [22] to 10 atm and to larger 
particles is also obviously not proper as shown in Fig. 7 while the ap
plication of the turbulent bed model gives reasonable prediction 
without changing any of the model assumptions involved. The latter 
implies again that, for large particles at high velocities, existing heat 
transfer models and correlations based on bubbling flow and small 
particle sizes are not satisfactory. The horizontal tube bank data of 
Gel'perin and Ainshtein [23] are compared in Fig. 8 to that calculated 
by the same method for two horizontal tube spacings to show that, 
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when AZm is selected on the basis of the average tube spacing, rea
sonable correlation is achieved. Note the smaller particle size in the 
data of Gel'perin and Ainshtein [23]. The dotted line in Fig. 8 repre
sents the bubbling bed model prediction from Gel'perin and Ainshtein 
[23] and it shows that even where bubbling flow is present, the tur
bulent bed model given here predicts the heat transfer data about as 
well as a bubbling bed model. 

The heat transfer data of Mesko [24] in an 815°C fluidized bed 
combustor, to a horizontal staggered 5.1 cm OD tube bank with a 15.3 
cm horizontal tube-to-tube spacing and a 7.6 cm vertical row-to-row 
spacing are shown in Fig. 9 when compared to the calculation using 
the model given here. The radiation heat transfer component deter
mined by Baskakov [20] with cool immersed surfaces was employed 
to reduce the heat transfer coefficient measured by Mesko [24] by 
seven percent in order to obtain the convective fluidized bed coeffi
cient. This combustion bed contained a broad particle size distribu
tion whose weighted mean size was given as 700/um. 

Conclusion 
In the turbulent fluidized bed flow regime solids flow and heat 

transfer correlations based on bubbling bed flow are not expected to, 
and do not, predict measured performance. 

The turbulent fluidized bed solids flow and heat transfer model 
given here shows satisfactory agreement with immersed tube bank 
heat transfer data and with limited solids velocity measurements. It 
also appears to predict reasonably well the tube bank heat transfer 
when some bubbling flow was seen to persist. 
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Effect of Surface Roughness on 
Heat Transfer from Horizontal 
Immersed Tubes in a Fluidized Bed 
Experimental results of the total heat transfer coefficient between 12.7 mm dia copper 
tubes with four different rdugh surfaces and glass beads of three different sizes as taken 
in a 0.305 m X 0.305 m square fluidized bed as a function of fluidizing velocity are re
ported. The comparison of results for the rough and technically smooth tubes suggests 
that the heat transfer coefficient strongly depends on the ratio of pitch (Pf) to the average 
particle diameter (dp), where Pf is the distance between the two corresponding points on 
consecutive threads or knurls. By the proper choice of (Pf/dp) ratio, the maximum total 
heat transfer coefficient for V-thread tubes (hwfb) can be increased by as much as 40 per
cent over the value for a smooth tube with the same outside diameter. However, for values 
of (Pf/dp) less than 0.95, the maximum heat transfer coefficient for the V-thread rough 
tubes is smaller than the smooth tube having the same outside diameter. The qualitative 
variation of the heat transfer coefficient for rough tubes with (Pf/dp) is explained on the 
basis of the combined effect of contact geometry between the solid particles and the heat 
transfer surface, and the solids renewal rate at the surface. The present findings are criti
cally compared with somewhat similar investigations from the literature on the heat 
transfer from horizontal or vertical rough tubes and tubes with small fins. 

Introduction 

Fluidized-bed combustion systems are being rapidly developed 
for the generation of electric power from sulfur rich coal. In such 
systems, immersed boiler tubes are employed to remove the heat of 
coal combustion and the steam thus generated is used to drive tur
bines. The efficiency of heat removal from the fluidized bed will 
therefore depend upon the coefficient of heat transfer between the 
immersed tubes and the bed. Any feature that can augment the value 
of this coefficient will be very useful for design purposes. The existing 
literature for heat transfer from rough surfaces in a fluidized bed is 
somewhat limited and was reviewed recently by Saxena, et al. [1]. 
Relatively much more work has been done on heat transfer from 
smooth tubes immersed in a fluidized bed [1]. These investigations 
on smooth tubes suggest that the mechanism of heat transfer, between 
boiler tubes and the fluidized bed is very complicated because of the 
involvement of many fluidized-bed variables such as particle size and 
size distribution, particle shape, particle density, particle and gas 
thermal properties, reactor geometry and type of gas distributor; and 
the variations in heat transfer tube design such as size, shape, spacing 
(gap), pitch and material. For rough tubes, in addition to the above 
variables one will have to include in the analysis of heat transfer 
process such variables as the type of surface roughness, size of surface 
roughness and pitch to particle diameter ratio. 

Neukirchen and Blenke [2], and Gelperin, et al. [3] have reported 
measurements of heat transfer rate between a rough horizontal tube 
and a fluidized bed. Their results are reviewed by Saxena, et al. [1]. 
Both groups have employed three types of rough tubes viz., longitu
dinal, transverse, and a network of crosswise grooves. In Neukirchen 
and Blenke [2], experiments, the groove depth was varied from 0.6 
to 1.9 mm and bed material was glass beads of 700 jtm average di
ameter. Gelperin, et al. [3] on the otherhand varied the groove depth 
from 0.5 to 0.7 mm and used quartz sand of 350 /xra average diameter. 
The two works lead to similar results when the groove depth was close 
to the particle diameter viz., the heat transfer rate for rough tubes 
compared to smooth tubes of the same outside diameter either did 
not change at all or decreased. The decrease was particularly marked 
(30-40 percent) for tubes with crosswise grooves. 

D'Albon, et al. [4], and Vijayaraghavan and Sastri [5] have inves
tigated the heat transfer from rough vertical tubes immersed in a 
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fluidized bed and these works are also reviewed in [1]. D'Albon, et al. 
[4] examined the effect of metric threads on heat transfer between 
a vertical cylindrical tube and a fluidized bed of sand particles of av
erage diameter 50 and 100 jitm. For the latter case, they [4] found that 
the maximum heat transfer coefficient for a tube with threads (hwfb) 
of height 3.9 mm was about 25 percent greater than a smooth tube 
having the same outside diameter. However, a vertical tube with 
threads of height 1.7 mm the maximum heat transfer coefficient was 
smaller by about the same amount as compared to a smooth tube. 
Vijayaraghavan and Sastri [5] studied the effect of surface roughness 
on heat transfer between an electrically heated vertical tube, 35 mm 
in diameter and 200 mm in length, and a fluidized bed of glass spheres 
(—250 to +160 jum and —630 to +500 lira). The tubes were roughened 
with transverse and longitudinal 60 deg V-grooves, and fine and coarse 
cross knurling. The pitch for V-grooves and coarse knurling was 0.8 
mm and only 0.1 mm for fine knurling. The longitudinal V-grooves 
produced the largest increase in heat transfer rate for the smaller 
particles in comparison to the smooth tube. For coarse knurling, the 
increase in heat transfer rate was relatively smaller. Heat transfer rate 
was smaller for transverse grooved tube as compared to smooth tube 
and it was smallest for tubes with fine cross knurling. Similar quali
tative results were obtained for larger particles. 

Korolev and Syromyatnikov [6] investigated the effect of surface 
roughness on heat transfer from an electrically heated vertical plate 
and fluidized beds of corundum (dp = 120 /xm), chamotte (dp = 320 
fim), and polystyrene (dp = 720 yum). The transverse and longitudinal 
V-grooves with 0.4 mm height and 0.5 mm pitch were machined on 
the surface. They also examined two other plates on which the surface 
roughness was obtained by the treatment of surfaces with a jet of 
corundum particles. The average height of the roughness on the two 
plates was 2 and 10 )iva and the average pitch between projections was 
0.06 and 0.10 mm, respectively. For fine particles (120 and 230 iim) 
when (Pf/dp) < 1, an increase in surface roughness height resulted 
in the reduction of heat transfer rate as compared to that for a smooth 
vertical plate. When the height and pitch of V-grooves were greater 
than the particle size, the heat transfer coefficients for rough plates 
were larger as compared to the smooth plate. In the fluidized bed of 
larger particles (dp= 720 fim), the surface roughness of these plates 
did not effect the heat transfer coefficient. Further, the heat transfer 
coefficient for the longitudinal V-groove plate was larger than that 
for the transverse V-groove plate. 

A number of investigations have been reported in the literature on 
the performance of transverse [7-12, 14-16] and longitudinal [13] 
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finned horizontal tubes, and transverse fins on vertical tubes [9,17, 
18]. Most of these investigations involve fins of widely different shape, 
height and pitch. These influence the solids movement and gas flow 
around the surface quite differently than the rough tubes examined 
in the present work. To shed some light on the effect of surface 
roughness on heat transfer coefficient, we have conducted a series of 
experiments on smooth and rough horizontal tubes in a fluidized bed 
of glass beads. Further, we have compared the results of the present 
investigation with only those existing studies where the operating 
conditions and the Pf/dp values are close to our values. In the next 
section, we briefly describe our experimental facility and the proce
dure for making a run. 

Experimental Apparatus and Procedure 
The experimental arrangement consists of a fluidization column, 

air supply system, electrical system for heat transfer tubes, and an 
off-gas system. The fluidized bed system is instrumented for the 
measurement of temperature, pressure, air flow rate, and power 
supplied to the heat transfer tubes. The fluidization column is con
structed from 3 mm sheet steel, 2.1 m in height and 30.5 by 30.5 cm 
in cross-section and is shown in Fig. 1. The fluidizing air which is in
troduced at the bottom of the column flows through the air-jet breaker 
plate in the calming section and then through the fluidized bed dis
tributor plate which is located at the top of the calming section. The 
heat transfer tubes, 12.7 mm outside diameter and made of copper, 
are mounted horizontally and 213 mm above the perforated plate 
distributor. The details of V-thread and knurled tubes are shown in 
Fig. 2. The rough tubes consist of 60 deg V-threads with pitches of 0.79 
mm (V32 in.), 0.40 mm (y64 in.) and 0.24 mm (Vios in.), and a knurled 
tube of diametral pitch equal to 32. The diametral pitch is the ratio 
of total number of teeth on the circumference of a transverse plane 
perpendicular to the axis of rotation of the tube, to the basic blank 
tube diameter. The knurled surface has diagonal teeth with 30 deg 
helix angle. The shape of the teeth is pyramid with rhomboidal base. 
The distributor consists of two perforated steel plates with a coarse 
cloth sandwiched between them. One cm diameter holes are drilled 
in both the plates at a triangular pitch of 14 mm. The open area being 
37.5 percent. 

The fluidizing air is supplied by a compressor and its rate is mea
sured on calibrated rotameters with an accuracy of ±1 percent. The 
pressures in the fluidized bed at various locations are measured by 
liquid manometers. The heat transfer tubes are electrically heated 
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PLATE 

FROM AIR SUPPLY 

FLUIDIZED-BED REACTOR 
Fig. 1 Experimental 30.5 X 30.5 cm square fluidized bed 

by a calrod heater 9.4 mm in diameter and 30.5 cm long as shown in 
Fig. 3. Two iron-constantan thermocouples are silver soldered at the 
center of the tube, 90 deg apart. The temperatures indicated by the 
two thermocouples on the top and the side of the heat transfer tubes 
differed mostly by about IK both for smooth and rough tubes. This 

-Nomenclature-

Aw = surface area of a smooth tube, m2 

Awb = surface area of a smooth tube with 
outside diameter equal to the fin tip di
ameter of a given finned tube, m2 

Awft = total surface area of a finned tube, 
m2 

Cpg = specific heat of air at constant pressure, 
_ kJ/kg K 
dp = average particle diameter defined by 

equation (1), m 
dpi = arithmetic average diameter of the 

successive screens, m 
Db = bed diameter, m 
DT = outside diameter of smooth tube or fin 

tip diameter of a finned tube, m 
g = acceleration due to gravity, m/s2 

G = mass fluidizing velocity, kg/m2s 
Gmf - velocity at minimum fluidizing con

ditions, kg/m2s 
h = heat transfer coefficient, W/m2K 
hw = total heat transfer coefficient for 

smooth tube, W/m2K 
hwfb = total heat transfer coefficient for 

finned tube based on the surface area of a 
smooth tube with outside diameter equal 

to finned tube tip diameter, W/m2K 
hwft — total heat transfer coefficient for 

finned tube based on actual surface area of 
the finned tube, W/m2K 

hw max = maximum heat transfer coefficient 
for smooth tube, W/m2K 

hwfb max = maximum heat transfer coefficient 
for finned tube based on the surface area 
of a smooth tube with outside diameter 
equal to finned tube tip diameter, 
W/m2K 

hwft max = maximum heat transfer coefficient 
for finned tube based on actual surface 
area of the finned tube, W/m2K. 

H = distance between pressure probes, m 
Hs = static height of bed, m 
kf = thermal conductivity of the fluidizing 

air, W/m K 
£ = fin height, m 
NumT = Nusselt number for smooth tube 

based on heat transfer tube diameter, 
(hwDT)/kf, dimensionless 

Nu^er = Nusselt number for rough or finned 
tube based on tube diameter, (hwftDrf/kf, 
dimensionless 

Pf = pitch, for V-threaded tubes it is the 

distance between two identical points of 
the consecutive threads; for knurled tubes 
this distance is measured along the tube 
axis only, m 

Pr = Prandtl number, (pCpg)/kf, dimen
sionless 

Q = electrical power supplied to heater, W 
Tb = average fluidized bed temperature, K 
Tw = average surface temperature of the heat 

transfer tube, K 
u>i = weight fraction of particles in a specified 

size range, dimensionless 
/3 = ratio of the maximum heat transfer 

coefficient for a rough tube to its value for 
a smooth tube having the same outside 
diameter, dimensionless 

AP = pressure drop across the probes, Pa 
e = bulk bed porosity, dimensionless 
1 — e = volume fraction occupied by particles, 

dimensionless 
Pf = fluid density, kg/m3 

ps = density of solid particles, kg/m3 

p. = viscosity of the fluidizing gas, Ns/m2 

<t> = fin effectiveness factor, hwft/hw, dimen
sionless 
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T a b l e 1 C u m u l a t i v e p a r t i c l e s ize d i s tr ibut ion for 
g la s s beads 

Fig. 2 Details of the rough tubes: (a) V-thread tube and (b) knurled tube 
COPPER 

rTUBE 
THERMOCOUPLE 
CONTACT TEFLON 

-LOCATIONS SEAL^ 
(2 PLACES) 

Fig. 3 Details of copper tube and heater assembly. All dimensions are in 
mm 

uniformity of temperature distribution is due to the high thermal 
conductivity of copper of which these tubes are made. The ends of the 
tubes are provided with teflon support to reduce axial heat loss. The 
end heat loss is estimated to be less than one percent. In all runs, one 
of the thermocouples is kept at the top side of the tube. A d-c power 
supply with voltage regulation of ±0.01 percent is used to energize 
the heater. Precision voltmeters and ammeters are employed to de
termine the power fed to the heater. Two thermocouples to measure 
the temperature of the fluidizing bed are located 13.3 cm above and 
below the center of the heated tube, and an average value has been 
used in the calculation of heat transfer coefficient. In our experiments 
for G/Gmf > 1.3, the difference between the temperatures indicated 
by the two thermocouples never exceeded 0.16K (0.3°F). The top 
thermocouple readings were always higher than the bottom thermo
couple. For G/Gmf > 1.3, the average heater surface and bed tem
peratures are in ranges of 315 to 340 K and 298 to 310 K, respectively. 
The average temperature difference between the tube surface and the 
fluidized bed varies between 16 to 44 K depending on particle size, 
fluidizing velocity and the tube surface roughness. The thermocouples 
are connected to a Leeds and Northrup Numatron temperature re
corder with 0.1 K resolution and 21 column digital printer. 

In these experiments, spherical glass beads of three different sizes 
have been used as bed material and the size distribution is given in 
Table 1. The particles have a size distribution in each case but about 
95 percent of them are confined in a relatively close range. The average 
diameter, dp, of the particles is obtained from the sieve analysis of 
glass beads on a sonic sifter and the following relation: 

d0 (1) 
Y,i(w/dp)i 

Here u>i is the weight fraction of the particles of diameter dpi in the 
sample. The dp values are given in Table 1. The particle density of 
glass beads, ps, is determined by the displacement of methanol in a 
graduated cylinder and these are reported in Table 2. The minimum 
fluidizing velocity for a given bed of glass beads is determined in the 
conventional fashion [19] by measuring the bed pressure drop as a 
function of fluidizing velocity. The minimum fluidizing velocity is 
established by the intersection of the two linear plots describing the 
constant and decreasing pressure drop with decreasing fluidizing 
velocity [20]. Minimum mass fluidizing velocity, Gmf, values for all 
the three glass beads are also listed in Table 2. 

The settled bed height in all the experiments is kept the same at 
35 cm. The electrical current, voltage, and pressure drops in the vi
cinity of the heat transfer tube are recorded. The steady state is as
sumed to be established when the bed temperature variation is less 

Sieve dia 
(Mm) 
1000 
850 
600 
500 
425 
355 
300 
250 
212 
180 
150 
125 
105 

Percent less than the stated 
dp = 265 p.m 

— 
— 
— 
— 

100.0 
99.3 
95.6 
20.6 

2.1 
0.2 
0.1 
0.0 

— 

dp = 357 p,m 

— 
— 

100.0 
99.9 
99.0 
46.6 

1.9 
0.3 
0.2 
0.0 

— 
— 
— 

size 
dp = 427 yam 

100.0 
99.5 
99.5 
96.9 
47.1 

1.4 
0.2 
0.0 

— 

— 

T a b l e 2 S ize , dens i ty and m i n i m u m fluidizing ve loc i ty 
of g lass beads 

Material 
Glass beads 
Glass beads 
Glass beads 

dp, (jm 
265 
357 
427 

p s ,kg/m 3 

2490 
2490 
2490 

Gmf, kg/m2s 
0.071 
0.127 
0.196 • 

than 0.4 K per hour. The temperatures at each of the other locations 
are recorded over a period of time and an arithmetic average value 
is used. The total heat transfer coefficient, hw, is determined from the 
following relation: 

Q 
hw (2) 

AW(TW - Tb) 

The total heat transfer coefficient for rough or finned tubes, hwft, 
is also calculated from equation (2), where Aw is replaced by the total 
surface area of the rough or finned tube. Another way of defining the 
total heat transfer coefficient for rough or finned tube is to base it on 
the surface area of a smooth tube whose outside diameter is equal to 
the tip diameter of the rough tube and is represented by hwfb-

The pressure loss in a fluidized bed, AP, is equal to the weight of 
the bed per unit cross-sectional area i.e., 

AP = H(l - e)(ps - Pf) (3) 

AP, H, ps and pf are known and therefore the above relation is used 
to compute the bulk porosity, e, of a portion of the bed which contains 
the heat transfer tube. The specific measurements and their discus
sion is given below. 

R e s u l t s a n d D i s c u s s i o n 
Figs. 4-6 show the results of the variation of the total heat transfer 

coefficient for the various rough tubes, hw[i,, and the smooth tube, hw, 
for the glass beads of three different sizes as a function of the reduced 
excess mass fluidizing velocity. It is clear from these figures that heat 
transfer rates depend upon the fluidizing velocity, surface roughness 
and particle diameter. The qualitative variation of the dependence 
of hw on fluidizing velocity as shown in these figures is in complete 
accord with the reported trends observed by earlier investigators 
[19-21]. The heat transfer coefficient for smooth tubes increases with 
increase in the value of reduced excess mass fluidizing velocity, (G 
— Gmf)/Gmf. The increase is larger in the beginning but decreases as 
the gas velocity is increased; hw, however, decreases for large gas ve
locity and attains its maximum value at some intermediate value. 
These qualitative features can be explained on the basis of "particle 
mode" of heat transfer [22, 23]. The heat transfer is proportional to 
the number of particles close to the surface, and to the period for 
which they stay there, i.e., residence time. The initial increase oihw 

is due to decrease in particle residence time resulting from particle 
mixing caused by rising bubbles. However, the number of particles 
close to the heat transfer surface decreases with increase in the 
fluidizing velocity which cause a reduction in the heat transfer rate. 
At a particular fluidizing velocity, the magnitude of hw depends upon 
the net contribution of these two opposing factors. Further, for a 
smooth tube it is found here that hu, always decreases with increase 
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in solid particle diameter and this result is in complete conformity 
with the reported findings in the literature [1, 20-22]. The decrease 
in hw with increase in the particle diameter is explained as predomi
nantly due to the increase in the gas conduction paths for such par
ticles. Further, the particle surface area per unit volume of the bed 
is large for small particles and therefore small particles are more ef
ficient in exchanging heat with the surface than the large particles. 

The experimental heat transfer data for smooth tubes are compared 
in terms of the Nusselt number with the existing seven correlations 
[7, 9, 24-28], listed in Table 3, in Fig. 7 for G/Gmf > 1.3. The root-

750 

5 5 0 -

350 

(G-Gm f) /Gm f 

Fig. 4 Variation of h with (G - Gmf)/Gml for glass beads (dp = 265 /urn) and 
an electrically heated 12.7 mm copper tube with different surface roughness. 
Curves 1 through 3 refer to surface with V-threads of pitch 0.79 mm, 0.40 mm 
and 0.24 mm, respectively; curve 4 is for a knurled surface of diameteral pitch 
32; and curve 5 is for a technically smooth surface 

700 

mean-square deviations for the smooth tube data are given in column 
4 of this table. 

The best agreement is obtained for the correlation of Ternovskaya 
and Korenberg [28], the RMS deviation being 12.8 percent. Further, 
as seen from Fig. 7, most of the calculated values lie within ± 20 per
cent of the data points. The data also scatter with almost equal fre
quency on either side of the 0 percent deviation line. Based on such 
considerations we have inferred that the correlations of [24, 27] and 
[9] though quite good are not as accurate as that of [28] for glass beads 
and the operating conditions of our experiments. 

The dependence of hwft for rough tubes on (G - Gmf)/Gm is qual
itatively similar to that for smooth tubes. However, the maximum 
value of hw/b is reached at a higher value of reduced excess mass 
fluidizing velocity as compared to the smooth tube. Figs. 4-6 also show 
that hw[b values for a rough tube can be larger or smaller in comparison 
to a smooth tube depending upon the size of pitch in relation to the 
particle diameter. Since in practice, it will be advantageous to operate 
the system under conditions where the heat transfer rates are maxi
mum, therefore, only the maximum heat transfer coefficient values 
have been discussed in greater detail in the following with Pf/dp as 
an independent parameter. Further, we examine the ratio of the 
maximum value of hwp, to the maximum value of hw, which is denoted 
here by /5. Thus, /3 is directly a measure of the relative efficiency of 
heat transfer for a fin tube over a smooth tube occupying the same 
bed volume. 

The dependence of fi on (Pf/dp) is displayed in Fig. 8. The values 
of /3 as obtained from the present work for V-thread rough tubes first 
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Fig. 5 Variation of h with (G — Gm/)/Gmlfor glass beads (dp - 357 p,m) 
and an electrically heated 12.7 mm copper tube with different surface 
roughness. Curves 1 through 3 refer to surface with V-threads of pitch 0.79 
mm, 0.40 and 0.24 mm, respectively; curve 4 is for a knurled surface of di
ameteral pitch 32; and curve 5 is for a technically smooth surface 

Table 3 Comparison of experimental and predicted heat transfer rates from various correlations for smooth 
and rough tubes 

0.5 1 1.5 
(G-Gm()/Gmf 

Fig. 6 Variation of /) with reduced fluidizing velocity for glass beads (rfp = 
427 p.m) and an electrically heated 12.7 mm copper tube with different surface 
roughness. Curves 1 through 3 refer to surface with V-threads of pitch 0.79 
mm, 0.40 mm and 0.24 mm, respectively; curve 4 is for a knurled surface of 
diameteral pitch 32; and curve 5 is for a technically smooth surface 

Reference 

Vreedenberg [25] 

Ternovskaya and Korenberg [28] 

Petrie, et al. [7] 

Ainshtein [26] 

Andeen and Glicksman [24] 

Gelperin, et al. [27] 

Genetti, et al. [9] 
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Fig. 7 Comparison of experimental and calculated heat transfer coefficient 
for a smooth tube 

Fig. 8 Variation of /? with P,ldp. For symbols and other related details see 
Table 4. The continuous curve is drawn on the basis of present data for V-
thread tubes and dashed curves are extrapolations 

decreases with increase in value of (Pf/dp) up to about 0.8, attains a 
minimum value, and then steadily increases with (Pf/dp). However, 
the rate of increase decreases with increase in (Pf/dp) and tends to 
a constant value for larger values of (Pf/dp). 

It is well known [1, 22] that the principal mode of heat removal is 
by unsteady state conduction to the moving solid particles at tem
peratures where radiation can be neglected (<900K) and for non-
pressurized systems involving particles of sufficiently small size so 
that gas convection is negligible (<lmm). Thermal energy is propa
gated by conduction through the interstitial gas phase enclosed be
tween the heater wall and the absorbing particles and between the 
absorbing particles. The amount of heat removed from the heater 
surface depends on the average bed porosity in the vicinity of the 
heater or gas conduction paths between solid particles and the heat 
transfer surface, and particle residence time. Although the surface 
area of a V-thread tube of 0.24 mm pitch is about 1.98 times the sur
face area of a smooth tube of the same outside diameter, the heat 
transfer rates for the former are smaller for all the three sizes of glass 
beads. This can be explained by referring to Figs. 9(a) and 9(6) and 

(a) (b) 

(c) (d) 

Fig. 9 Particle and heat transfer surface contact for (a) smooth tube, (b) 
tube with fine roughness, P,ldp = 0.5, (c) tube with jnatching roughness, 
Pi/dp = 1.2, and (d) tube with coarse roughness, Pildp = 2.5 

following a somewhat similar argument as given by Korolev and 
Syromyatnikov [6] and by Vijayaraghavan and Sastri [5], while ex
plaining their heat transfer data for a rough surface. As the value of 
(Pf/dp) is increased from zero, the value of average porosity or con
duction path between heat transfer surface and first row of solid 
particles, increases as is evident from a comparison of Figs. 9(a) and 
9(6). The resistance to heat flow is greater for the case shown in Fig. 
9(6) than for the case corresponding to Fig. 9(a) because of longer heat, 
conduction path or larger value of porosity in the vicinity of the heat 
transfer surface. Further, due to the irregularities of the surface the 
particle residence time close to the heat transfer surface will increase. 
Thus, as (Pf/dp) increases from 0 to about 0.8, the heat conduction 
path increases while the particle residence time increases. As a result 
hmfb max for rough tubes or /? decreases. 

Fig. 9(c) represents a typical case when (Pf/dp) is greater than 1 
but less than 2. In this case, most of the solid particles have multiple 
contact with the heat transfer surface and therefore more surface area 
of the glass spheres is available for heat transfer from the heated tube 
surface in comparison to the case of a smooth tube, Fig. 9(a). This will 
enhance the heat transfer rate. The increase in hwfb max for a V-thread 
tube (Pf/dp = 1.8) is about 34 percent over a smooth tube. The actual 
increase in the value of hwp, max will depend upon whether or not any 
of the V-threads have been clogged by bed particles. Particle clogging 
was observed in our experiments with 0.40 mm pitch V-threads while 
the threads remained unclogged for 0.79 mm pitch V-threads. When 
the particle size is much smaller than the pitch, i.e., Pf/dp > 2, there 
will be only limited number of particles having multiple contact with 
the heat transfer surface and their number will further decrease with 
increase in (Pf/dp). Thus the rate of increase of /3 would decrease with 
the increase in (Pf/dp). The maximum heat transfer coefficient for 
rough tubes with (Pf/dp) = 3 is found to be about 40 percent greater 
than for smooth tubes in present experiments (Fig. 8). The heat 
transfer coefficient for the V-thread tube having a pitch 0.79 mm 
(Curve 1) is found to be always larger than the heat transfer coefficient 
for the knurled tube (Curve 4) for all the three particle sizes. This is 
probably because V-threads are less effective in hampering the solids 
motion in the bed close to the tube surface than the knurled tube 
surface. 

Fig. 8 also illustrates the effect of (P//dp) on maximum heat transfer 
for knurled tube. In this case the increase in hwfb max is smaller than 
for V-thread tubes. For example, when Pf/dp = 4, the maximum heat 
transfer coefficient is only about 13 percent larger than for a smooth 
tube. 

Values of bulk bed porosity, e, for particles of dp = 265 tira as ob
tained from equation (3) and measurement of AP by probes located 
13.3 cm above and below the tube vary between 0.43 and 0.48 over the 
entire mass fluidizing velocity range of 0.11 to 0.60 kg/m2s. The value 
is insensitive to the surface roughness of the tube as expected, but 
shows a slight decrease with increase in particle diameter. Bulk bed 
porosity also influences the rate of heat transfer from an immersed 
surface in a fluidized bed and therefore this parameter has been used 
frequently to correlate the heat transfer data [1]. In our experiments, 
the value of the bulk bed porosity has not changed significantly and 
consequently the variations in the heat transfer coefficient from one 
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T a b l e 4 K e y to F i g s . 8 and 10 

Symbol 
Tube 

Reference Orientation 

Nature of 
surface 

roughness 

Orientation 
of surface 
roughness £, mm Pf, mm 

Solid particles 
Material d„ u 

o 
@ 
9 
9 
A 
> 
• 
> 
D 

m 

a 

H 

# 
0 
o 

Present 
Present 
Present 
Present 

5 
5 
5 
5 
6 

[6] 

[6] 

[6] 

[17, 18] 
17,18 
[ 12 ] 

Horizontal 
Horizontal 
Horizontal 
Horizontal 
Vertical 
Vertical 
Vertical 
Vertical 
Vertical plate 

Vertical plate 

Vertical plate 

Vertical plate 

Vertical 
Vertical 
Horizontal 

60°-v Threads 
60°-v Threads 
60°-v Threads 
Knurling 
60°-v Threads 
60°-v Threads 
Knurling 
Knurling 
V-grooves 

V-grooves 

Treated with 
corundum 
particles 
Treated with 
corundum 
particles 
helical fins 
helical fins 
helical fins 

Transverse 
Transverse 
Transverse 
Diagonal 
Longitudinal 
Transverse 

— 
— 

Longitudinal 
-* 
Transverse 

Transverse 
Transverse 
Transverse 

0.204 
0.344 
0.687 
1.07 
0.687 
0.687 
— 
— 

0.400 

0.400 

0.002 

0.010 

1.47 
1.50 
5.94 

0.235 
0.397 
0.794 
1.06 
0.794 
0.794 
0.80 
0.10 
0.500 

0.500 

0.06 

0.10 

2.674 
1.33 
2.82 

Glass beads 
Glass beads 
•Glass beads 
Glass beads 
Glass beads 
Glass beads 
Glass beads 
Glass beads 
Chamotte 
Polystyrene 
Chamotte 
Polystyrene 
Corundum 
Chamotte 
Polystyrene 
Corundum 
Chamotte 
Polystyrene 
Glass beads 
Glass beads 
Glass beads 

265,357,427 
265,357,427 
265,357,427 
265,357,427 
205,565 
205,565 
205,565 
205,565 
320 
720 
320 
720 
120 
320 
720 
120 
320 
720 
610 
610,254 
551 

surface to the other for a given particle size and mass fluidizing ve
locity cannot be attributed to bulk bed porosity. 

Comparison w i t h Ear l i er S tud ie s 
The values of /3 obtained from the present work are compared with 

the similar values of previous investigations [5,6,12,17] in Fig. 8. For 
transverse groove horizontal and longitudinal groove vertical, and 
knurled surfaces, the values of /? are in qualitative agreement with 
each other. The ji values for rough surfaces are smaller than unity 
when (Pfldp) < 1, and are greater than unity when (Pfldp) > 1 [2, 3, 
5, 6]. Vijayaraghavan and Sastri [5] have not reported the average 
particle diameter, but have mentioned that the size range was narrow. 
We have, therefore, approximated the average particle sizes as 205 
jitm and 565 ^m. The values of /? obtained in the present study for 
transverse V-thread horizontal tube and by Vijayaraghavan and Sastri 
[5] for longitudinal V-groove vertical tube and by Korolev and 
Syromyatnikov [6] for longitudinal V-groove vertical plate are in good 
agreement with one another. This is easily understandable when one 
recalls that in all these three cases [5, 6] not only the fin shape is 
similar but also their orientation with respect to flow is identical. The 
values /? for small fins [12,17] are greater than the values found in the 
present study. This is mainly due to the larger area of the heat transfer 
surface provided by finned tubes for the same (Pf/dp) ratio as shown 
below. 

Another way of comparing the performance of rough and finned 
tubes is to consider the quantity, tj>, which is defined as the ratio of 
the effective heat transfer coefficient for rough or finned tubes based 
on the total surface area of the tube, hwft, to the heat transfer coeffi
cient for a smooth tube, hw, both referring to identical fluidized bed 
conditions. The quantity 0 is plotted in Fig. 10 as a function of (Pffdp) 
for those values of (G - Gmf)/Gmf where maximum values of hwft and 
hw are found. Once again there is a good agreement between the 
present and the previous investigations [5, 6, 12] for longitudinal 
V-thread vertical tube and surface [5,6], transverse finned horizontal 
tube [12], and present results for transverse V-thread finned hori
zontal tube. However, values of <j> for transverse V-groove vertical tube 
[5] and vertical plate [6] are smaller as compared to the values of <t> for 
longitudinal V-groove vertical tube [5] and vertical plate [6] for similar 
values of (Pf/dp) ratio, height of projections and fluidizing conditions. 
The reason for this is that the projections perpendicular to flow cause 
greater obstruction to particle flow than the projections parallel to 
the flow. This will result in an increase in particle residence time for 
tubes having projections perpendicular to flow which decrease (j>. The 
values of Chen and Withers [17] referring to a vertical tube with 
transverse fins appear to be greater than the rest of the data. 
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Fig. 10 Variation of <j> with Pi/dp, Rest of the legend is same as in Fig. 8 

P r o p o s e d Corre la t ion 
For (Pfldp) > 0.95, the values of <j> for the present data for V-thread 

tubes and for G/Gmf > 1.3, are correlated by the following equa
tion: 

J, = 0.549 + 0.227 [1 - (Pfldp)'1-91] (4) 

Further, it follows from the definition of </> that 

Nuw/tr = NU„,T- <t> (5) 

where Nu w r can be calculated from the correlations for smooth tubes 
given in Table 3. 

The present data for V-thread tubes are compared with the pre
dicted values of N u ^ r and the results are given in Table 3. It is to 
be noted that the modified correlation of Ternovskaya and Korenberg 
[28] gives the best predictions. As seen in Fig. 11, almost all the pre
dicted values are within ±20 percent of the experimental values of 
Nu„/tT. 

C o n c l u d i n g C o m m e n t s 

Hager and Thomson [29] studied bubble motion around the hori
zontal tubes with longitudinal and transverse fins. They observed that 
bubbles do not penetrate into the space between fins and thus solids 
have a poor renewal rate. This situation is more serious with close 
spaced fins, and much of the advantage in using large number of fins 
is neutralized. Genetti, et al. [9] observed a reduction in heat transfer 
in some cases for finned tubes and attributed this to particle hold up. 
This reduction is due to the inability of bubbles to penetrate the fin 
space and subsequently solids are defluidized in fin spacing. Due to 
the small height of the surface roughness in our experiments, the 
bubbles are able to renew the solids in the grooves. A practical eco
nomic advantage of the V-thread rough tubes over the finned tubes 
is the ease and the cost of fabrication. However, it may be noted that 
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for rough surfaces when Pfldp < 1, t h e h e a t t ransfer process is m o r e 

efficient for smooth tubes t h a n for rough tubes bo th having the same 

outside d iameter . Therefore , t h e design of boiler tubes m u s t consider 

values for Pf/dp > 1. 

F r o m t h e above discussion it is c lear t h a t t h e m e c h a n i s m of h e a t 

transfer from surfaces is sensitively dependen t on the Pf/dp ratio. For 

Pf/dp < 1, t h e h e a t t ransfer coefficient for a rough surface is always 

less t h a n t h e s m o o t h surface of t h e same size a n d it is due t o the in

crease in t h e h e a t conduc t ion p a t h . S u c h surfaces where th i s mecha 

n i sm is solely respons ib le for reduc ing t h e h e a t t ransfer r a t e m a y b e 

called a rough surface. For P//dp > 1, t h e h e a t t ransfer coefficient 

value is cont ro l led by m a n y factors, viz., (1) t h e effective a rea of t h e 

h e a t t ransfer surface, (2) t h e effective a rea of t h e par t ic le which ex

changes h e a t wi th t h e surface, and (3) t h e res idence t ime of t h e pa r 

ticles. T h e relative roles of these factors may be unders tood in relation 

to fin geometry. For example , for V- th read tubes the cont r ibut ion of 

(2) p r e d o m i n a t e s when 1 < Pfld < 2 and t h e n e t hea t t ransfer in

creases. For Pf/dp > 2, t h e bu lk of t h e increase in hea t t ransfer is a t 

t r i b u t e d to (1). In general , whenever t h e h e a t t ransfer coefficient is 

a u g m e n t e d by (1), it seems a p p r o p r i a t e to call it a f inned surface. 

These r emarks m a y he lp in classifying t h e rough and finned surfaces 

based on t h e m e c h a n i s m of h e a t t ransfer . 
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Natural Convection in a Ternary 
Gas Mixture—Application to the 
Naphthalene Sublimation Technique 
An analysis is made of natural convection mass transfer in a ternary gas mixture adjacent 
to a vertical plate. The main feature of the analysis is the proper mathematical descrip
tion of the buoyancy force and of the boundary conditions. With regard to the latter, ac
count is taken of the selective impermeability of the plate to certain components of the 
mixture. The governing boundary layer equations are shown to admit a similarity solu
tion, and a numerical scheme for solving the similarity equations and boundary condi
tions is outlined. The general formulation is specialized to the case of sublimation from 
a solid, vertically oriented naphthalene plate situated in a humid air environment. Solu
tions were obtained for temperature levels corresponding to those encountered in practice 
and for relative humidities of water vapor between zero and one. It was found that the 
mass transfer results were unaffected by the presence of humidity, and this finding gives 
license to the utilization of the naphthalene technique without special concern about the 
humidity level. In addition, the transverse velocity at the plate surface associated with 
the mass transfer was too small to affect the magnitude of the mass transfer. 

Introduction 

In this paper, natural convection flow and mass transfer in a ternary 
gas mixture adjacent to a vertical plate is analyzed in general and then 
specialized to the sublimation of naphthalene in humid air. The initial 
motivation for the analysis was the need to appraise the influence of 
humidity on the results provided by the naphthalene sublimation 
technique. This mass transfer technique has been used extensively 
in conjunction with the analogy between heat and mass transfer to 
determine results for complex'heat transfer systems. 

In the application of this technique, the surface(s) for which the 
transfer coefficients are desired is fabricated from solid naphthalene 
(e.g., by casting). During a data run, air is passed over the surface for 
a metered period of time, and vapor sublimes from the surface into 
the air stream. The overall transfer coefficient is obtained by mea
suring (via a sensitive balance) the change of mass of the naphthalene 
wall, while local coefficients are determined by measurement of the 
local recession of the surface. The transfer coefficients are based on 
the difference in the concentrations of naphthalene vapor at the 
surface and in the bulk flow. A typical value of the vapor concentration 
at the surface is 4 X 10~7 gm/cm3. 

In the execution of the experiments, it is customary to take air from 
the laboratory room and, without dehumidification, pass it through 
the apparatus, thereby accepting the existent humidity. The humidity 
level may vary appreciably with climatic conditions and with the 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
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season. Even at moderate values of relative humidity, the concen
tration of water vapor in the air is appreciably larger than the afore
mentioned naphthalene vapor concentration. 

The transport of naphthalene vapor takes place by convection and 
diffusion, with the diffusion process being dominant near the surface. 
The naphthalene concentration gradients, which are the driving po
tential for the diffusion, are exceedingly small. While the gradients 
are primarily established by the surface concentration of the naph
thalene vapor, they are also affected by the concentrations of the other 
gaseous species that are present. Therefore, the self-consistency of 
naphthalene mass transfer results corresponding to the random and 
uncontrolled presence of water vapor in the air may be questioned. 

The naphthalene sublimation technique can also be employed to 
study natural convection as well as forced convection. Since naph
thalene vapor is heavier than air, a density difference is created which 
induces a natural convection downflow adjacent to the naphthalene 
surface (analogous to that for a cooled heat transfer surface). The 
driving force for the natural convection is the difference in the den
sities of the gaseous mixtures at the surface and in the free stream. 
This difference is extremely small and might well be affected by the 
presence of different amounts of water vapor corresponding to ran
domly different levels of humidity. The possible influence of the water 
vapor on the concentration gradients which drive the naphthalene 
vapor diffusion, as discussed in the preceding paragraph, is also ap
plicable to natural convection. 

In view of the foregoing considerations, it may be concluded that 
if the presence of water vapor does influence the naphthalene mass 
transfer results, the effects will be greater for natural convection than 
for forced convection. A natural convection problem was, therefore, 
selected to study the possible effects of the water vapor. 
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In addition to the naphthalene sublimation technique, there are, 
presumably, other applications where natural convection mass 
transfer in multi-component gas mixtures is encountered. Therefore, 
the analysis will first be performed for a general ternary mixture and 
then specialized to the naphthalene vapor/water vapor/air system. 
For the latter, numerical solutions are carried out in order to obtain 
quantitative information about the possible influences of the presence 
of water vapor. It should also be noted that once the analytical ap
proach for ternary mixtures has been established, then the general
ization to a large number of species components follows without dif
ficulty. 

A schematic diagram of the situation being studied is presented in 
Fig. 1. As pictured there, a vertical plate is situated in an otherwise 
quiescent environment in which there is a gaseous ternary mixture 
characterized by mass fractions Wi„, W<i<n, Wa„, respectively for 
species 1,2, and 3. Depending on the boundary conditions at the plate, 
the density of the fluid adjacent to the surface will be either greater 
or less than that of the ambient fluid, giving rise to either a downflow 
or an upflow. For concreteness, a downflow will be analyzed here. The 
analysis for an upflow is identical to that for a downflow except for 
a change of sign in the buoyancy term. 

Although the boundary layer thickness is shown schematically in 
Fig. 1 as a single dashed line, there are, in actuality, four boundary 
layers whose respective thicknesses may differ from each other. The 
four boundary layers are that for the velocity and those for the con
centrations of each of the three species. 

The entire system is isothermal so that there are no heat transfers, 
and density differences result solely from differences in the concen
trations of the individual components. It is also assumed that the flow 
is laminar. 

Analys i s 
Governing Equations. The first objective of the analysis is to 

derive the buoyancy force which drives the natural convection. At any 
position x, y in the boundary layer, the local buoyancy force per unit 
mass /B is 

pfs = - d p / d * + pg 

{B = gO ~ pJp) 

(1) 

(2) 

where, in accordance with boundary layer theory, dp/dx has been 
evaluated in the ambient fluid as p™g. In equation (2), both p and p«, 
represent mixture densities, respectively at x, y and in the ambient. 
To recast equation (2) in a form that is useful for the further analysis 
of the problem, it is necessary to express the density ratio p„/p in 
terms of the mass fractions Wi(i = 1, 2, 3) of the components. 

To this end, the mixture is treated as a perfect gas so that 

p = p/(R/M)T, p„=pJ(R/M„)T„ . (3) 

For a boundary layer, the total pressure is constant at a given elevation 
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Fig. 1 Schematic diagram of the vertical plate problem 

x, so that p = p«, and, furthermore, T = T<* since the fluid is iso
thermal. From this, it follows that 

pJp = MJM (4) 

where both M„ and M denote mixture molecular weights. 
For a ternary mixture of perfect gases, it is well known that 

M = xiMi + X2M2 + X3M3 (5) 

where the xi are mole fractions. In addition, the relationship between 
the mole fraction xi and mass fraction Wi, which are respectively 
defined as 

Xi = Pilp, Wi = pilp 

is 

Xi = Wi(M/Mi) 

and since p = p i + P2 + P3 and p = p\ + P2 + pa, then 

x1 + x2 + x3= 1, Wt + W2 + W3 = 1 

(6) 

(7) 

(8) 

With the aid of equations (7) and (8), the molecular weight expression 
(5) can be written as 

M = M1M2M3AM iM2 + WyM2M3 

+ W2M1M3 - WtMtMi • W2MlM2) (9) 

where, for reasons which will be discussed shortly, W3 has been 
eliminated. An equation similar to (9) can be written for M„ by re
placing Wi and W2 with W\«, and W2»-

c = constant in similarity variable, equation 
(23a) 

D; = diffusion coefficient of component i in 
mixture 

F = reduced stream function, equation (24) 
fs = buoyancy force per unit mass 
g = acceleration of gravity 
;',• = diffusive mass flux of component i 
K = mass transfer coefficient, equation 

(41) 
L = plate length 
M = molecular weight of mixture 
Mi = molecular weight of component i 
M = surface-integrated mass transfer rate 
m = local mass flux 
riii = local mass flux of component i 
p = system pressure 

Pi = partial pressure of component i 
R = universal gas constant 
Sc; = Schmidt number of component i 
Sh = Sherwood number, equation (41) 
T = temperature 
U = dimensionless streamwise velocity, 

equation (56) 
u = streamwise velocity 
V = dimensionless transverse velocity, 

equation (55) 
v = transverse velocity 
Wi = mass fraction of component i, pilp 
x = streamwise coordinate 
xi = mole fraction of component i, pJp 
y = transverse coordinate 
jj = similarity variable, equation (23) 
Oi = scaled mass fraction, equation (24) 

p. = mixture viscosity 
v - mixture kinematic viscosity 
p = mixture density 
Pi = density of component i 
4> = relative humidity 
f = stream function 

Subscripts 

0 = corresponds to <f> = 0 
00 = corresponds to <j> = 0 and vw = 0 
p = principal 
s»= supplementary 
w = at the wall 
(j> = corresponds to relative humidity 4 
0° = in the ambient 
1, 2, 3 = mixture components 
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Then, the expression 1 - (M^/M) = 1 - (pa/p) can be evaluated 
and the buoyancy force fg (equation (2)) follows as 

fB/8 

(Wi - Wi„)(Mi-M3)/Mi + (W2 - W 2 „ ) ( M 2 - M 3 ) / M 2 

1 - WiUMt - M3)/M1 - W2UM2 - Ma)/M2 

(10) 

This equation shows that the buoyancy force can be expressed as a 
linear combination of the mass fraction differences (Wi — Wi„) and 
(W2 - W2J). The factors which multiply these quantities reflect the 
transformation of densities into mass fractions and the elimination 
of W3 via the relation W3 = 1 - Wi - W2. 

The natural convection mass transfer problem is governed by the 
momentum equation for the mixture and mass conservation equations 
for the individual species. For laminar boundary layer flow, the mo
mentum conservation equation is 

u(du/dx) + v(du/dy) = fB + (l/p)d/dy(pdu/dy) (11) 

in which p and p respectively denote local mixture properties. Mass 
conservation can be expressed in either of two equivalent formats. In. 
one, a conservation equation is written for each component. In the 
second, conservation equations are written for two of the three com
ponents along with a mass conservation equation for the mixture (the 
latter is identical to the continuity equation for a single component 
flow). The second approach is simpler to employ and will be adopted 
here. 

For components 1 and 2, the species conservation equations are 

u(dWt/dx) + v{dWi/dy) = (l/p)d/dy(pD1dWi/dy) (12) 

u(dW2/dx) + u(dW2/dy) = (l/p)d/dy(pD2dWVd;y) (13) 

In these equations, D\ and D2 denote the ternary diffusion coefficients 
of components 1 and 2, respectively. For the mixture, mass conser
vation takes the form 

d(pu)/dx + d(pv)/dy = 0 (14) 

Equations (11-14), supplemented by the buoyancy force repre
sentation (10), describe the local physical processes in the flow. The 
four equations contain four unknowns, the velocity components u and 
v and the mass fractions W\ and W2. The thermophysical properties 
p, ix, and D which appear in these equations may depend on the mass 
fractions as well as on the given values of the pressure p and tem
perature T. It may be noted that the governing equations do not ex
plicitly involve the mass fraction W3. The elimination of W3 as an 
active unknown was accomplished by algebraic manipulation during 
the derivation of equation (10) and by choosing to use the mixture 
mass conservation equation in lieu of a species conservation equation 
for component 3. This elimination is advantageous because it reduces 
the number of active unknowns from five to four. Once Wi and W2 

have been determined, then Ws follows as 1 - W\ — W2. 

To complete the formulation of the problem, the boundary condi
tions have to be dealt with. 

Boundary Conditions. It is necessary to provide boundary con
ditions both at the plate surface and in the ambient fluid beyond the 
boundary layer. The latter are of simpler form and are dealt with 
first. 

As was implied in the problem description stated in the Introduc
tion, the mass fractions of the components in the ambient fluid are 
regarded as known. Furthermore, the streamwise (i.e., vertical) ve
locity is zero beyond the boundary layer. These boundary conditions 
can be formally stated as 

Wi = Wi*, W2 = W2„, u = 0 as y -- <*> (15) 

. At the plate surface, two physically relevant mass transfer boundary 
conditions will be considered: (1) prescribed vapor pressure or con
centration, and (2) surface impermeability. Each component of the 
mixture may be assigned either one or the other of these boundary 
conditions (except that the assignment of the impermeability con
dition to all three components suppresses the natural convection al
together). 

The two types of surface boundary conditions can be illustrated 
by considering the natural convection problem for sublimation of 
naphthalene from a vertical plate to a humid air environment. The 
naphthalene plate is isothermal and equal in temperature to that of 
the surroundings. By employing the vapor pressure—temperature 
relationship, the naphthalene vapor pressure at the wall can be cal
culated and then used to compute the vapor density (i.e., the con
centration) via the perfect gas law. On the other hand, the naphtha
lene plate is impermeable to both the air and the water vapor. 

The mathematical representation of the mass transfer boundary 
conditions at the plate surface will now be considered. To this end, 
attention will be focused on the representative case where the vapor 
pressure p\w at the surface is known for component 1 and the surface 
is impermeable to both components 2 and 3. 

From the given values of the vapor pressure piw and the total 
pressure p, the mole fraction X\m can be evaluated and thereby re
garded as known. Then, by employing equations (5), (7), and (8), 

Wiu. 
xlwM1(l-W2W+W2wMa/M2) 

(16) 
x1„(M1-M3) + M3 

This equation interrelates the wall values of Wi and W2. 
Another relationship can be obtained from the impermeability 

conditions for components 2 and 3. At any surface location x, it is 
required that the local mass fluxes m2(x) and rh3(x) are zero. There 
are two contributions to mi, namely, a convective contribution pimvw 

(where vw{x) is the transverse velocity at the wall) and a diffusive 
contribution _/;,„. Therefore, for components 2 and 3 

P2w"w + hw - 0, p3wUw + jaw 0 (17) 

from which it follows that j2wlp2w - jsw/psw- Furthermore, by the 
definition of the diffusive fluxes [1], ;'i + j 2 + j 3 = 0, so that 

j2w — —jlwP2w/(Pw ~ Plw) (18) 

in which p3w has been eliminated via the relation p = p\ + p2 + p3. The 
diffusive flux ;'; is connected to the gradient d W{/dy by Fick's law 

;; = -pDddWJdy) (19) 

which can be incorporated into equation (18), giving 

(dW2/dy),„ = -(dW1/dy)w(D1/D2)W2J(l - Wlw) (20) 

Equations (16) and (20) provide the needed relationships between 
the wall values of W\, W2, dWi/i>y, and dW2/dy. 

The impermeability conditions (17) also yield a boundary condition 
for the wall velocity vw. By adding these equations and then elimi
nating j 3 w and psw as in the derivation of equation (18), there re
sults 

Vu, = iiwl(Pw ~ Piw) = - D i O W V d y L / d - Wlw) (21) 

The final boundary condition at the wall stems from the no-slip 
condition, which gives 

u = 0 at y = 0 (22) 

All told, taking account of both the plate surface and the ambient 
fluid, there are seven boundary conditions, respectively expressed by 
equations (15,16, 20, 21), and (22). 

Similarity Transformation. It will now be demonstrated that 
the governing equations and boundary conditions admit a similarity 
solution. First, a similarity variable is introduced as 

1) = CX -1/4 £ (plP~)dy 

where 

g(M1-Ms)(Wlw-Wla,)/4,^ 

(23) 

(23a) 
Mi - Wi„(Mi - Ms) - W2«,(M1/M2KM2 - Ma) 

In addition, new dependent variables are defined by 

F(v) = H^^cx3^, fliO,) = (Wi - Wi„)/(Wlw - W L ) , 

»2(u) = (Wt - W2~)l{W2w - W2~) (24) 
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It may be noted that the makeup of the constant c was selected to give 
the transformed momentum equation a filial resemblance to the 
momentum equation of the conventional (thermal) natural convection 
problem. The mixture properties p„ and va in the ambient fluid were 
selected as reference values because the mass fractions needed for 
their evaluation are assumed known. 

The continuity equation (14) is satisfied by taking 

(p /p . ) " = ty/dy, (p/p„)u = -d^/dx (25) 

and momentum conservation (11) becomes, after transformation, 

= 0 (26) 

where the primes denote differentiation with respect to rj. The species 
conservation equations (12) and (13) for components 1 and 2 are then 
transformed and become 

d 

drj 
' " F" 

(PM)~ 
+ 3FF" - 20 C")2 + 0i 

w2w - w2 J 
Wiw - W J 

[Mi(M2 - M3)] 
M2{MX - M3), 

d 

dri 

d 

drj 

p2Dl 8' 
(P2ZW. 

f "2D2 Bo' DO 

(P2D2)~
 2 J 

+ 3(Sci)„F»i' = 0 

+ 3(Sc2)„F02 ' = 0 

in which Sci and Sc2 denote Schmidt numbers 

Sci = via i, Sc2 = v/D2 

(27) 

(28) 

(29) 

For a given pressure p and temperature T, the properties p, p., and 
D depend, at most, on the local mass fractions. With this in mind, 
examination of equations (26-28) indicates that the similarity 
transformation has been successful, that is, x and y have been ban
ished and only functions of r\ appear. 

Attention will now be turned to the transformation of the boundary 
conditions. From the definition of 0i and 62, there follows 

9i(0) = 02(O) = 1, 0i(°°) = 02(») = 0 (30) 

and, in addition, since u = 0 at the surface and in the ambient 
fluid 

F (0 ) = i?'(co) = 0 (31) 

Although equations (30) are attractive from a cosmetic viewpoint, they 
do not address the realities of the problem since they provide no in
formation about Wiw, W\a, W2w, and W2«, which appear explicitly 
in equation (26). In general, Wi„, and W2„ can be regarded as known. 
The values of W\w and W2w have to be extracted from the boundary 
conditions at the plate surface for the specific problem in question. 
In addition, the given boundary condition for the transverse velocity 
vw at the surface has to be translated into a condition for F(0). To il
lustrate how this is done, consideration may be given to the plate-
surface boundary conditions expressed by equations (16, 20), and 
(21). 

Equation (16) is left as is since it provides a direct interrelationship 
between Wiw and W^w for a given value of x\w, but equations (20) and 
(21) are transformed, with the result 

<V(0) = -e1'(Q)(D1/D2)W2u,(Wlu, 

- Wi- ) / ( l - Wlul)(W2w - Wa„) (32) 

F(o) = e1'{o)(wlw - wla,)(pjP„)y3(pjD{)(i - wlw) (33) 
The procedure for using these equations will be discussed as part of 
the description of the numerical solution method that follows. 

Numerical Solutions. The governing equations (26-28) for the 
similarity solution, when taken together, comprise a coupled nonlinear 
ordinary differential system of order seven. Correspondingly, there 
are seven boundary conditions, four at the plate surface (7; = 0) and 
three in the ambient fluid (n = <»). The solution can be carried out by 
employing a numerical forward-integration method (for instance, the 
well-known Runge-Kutta method), starting at 7; = 0 and integrating 
out to rj = r)a, which is a numerical approximation of 77 = <=. 

In the forthcoming description of the solution scheme, it will be 

assumed that algebraic equations are available for computing the 
mixture properties p, p., and D. For concreteness, the scheme will be 
described for the illustrative set of boundary conditions that have 
been carried through the preceding sections of the paper, namely, 
prescribed values of Wi™, W2„t piw, p, and T, with the surface being 
impermeable to components 2 and 3, and with u = 0 at the surface and 
in the ambient. 

A forward integration procedure requires that all of the boundary 
conditions be specified at the starting point of the integration. For 
the problem under consideration, the integration is initiated at t\ — 
0 and the required input quantities are 

F(0), F'(0), F"(0), em, 0i'(O), 02(O), fl2'(0) (34) 

As will be demonstrated shortly, information equivalent to four of 
these is given, so that guesses have to be made for the equivalent of 
the other three. Once these guesses have been made, numerical values 
of all seven starting quantities are available and the integration from 
T] = 0 to )? = rj„ can be performed. The resulting values of 6\, 82, and 
F ' at ij = t/„ are examined and compared with the given boundary 
conditions 0i(°°) = 02(°°) = F'(<&) = 0. If agreement between the 
computed values and the given boundary conditions does not fall 
within a given tolerance, a new set of guesses is made and the proce
dure repeated until satisfactory agreement is attained. In the re
finement of the guesses, it was found to be advantageous to use a 
shooting method. 

Attention will now be focused on the starting values for the nu
merical integration. Among the seven quantities listed in equation 
(34), the numerical values of F'(Q), 0j.(O), and 02(O) are directly avail
able from equations (30) and (31). In addition, x\w is known via the 
given values of p\w and p , and equations (16, 32), and (33) provide 
interrelations between W\w, W2w, 0i'(O), 02'(O), and F{0). By assigning 
values to (i.e., guessing) two of these quantities, the other three can 
be determined. There is some degree of arbitrariness in the choice of 
the two quantities for which guesses are to be made. With an eye to 
the subsequent computations for the naphthalene/air/water vapor 
system, W\w and 0i'(O) have been selected here. 

For a guessed value of W\w and with x\w known, equation (16) 
yields W2w. With these and with the values of Wi» and W2™, and with 
a guess for 0i'(O), a value of 02'(O) can be obtained from equation (32). 
These inputs also enable F(0) to be calculated from equation (33). 
Finally, a guess is made for F"(0). 

Thus, the guesses of Wiw, 0i'(O), and F"(0) complete the specifi
cation of the boundary conditions at r; = 0 and, at the same time, 
provide the values of W\w and W2w needed as input to the trans
formed momentum equation (26). The numerical solution can then 
be carried out and the guesses refined in the manner that was dis
cussed in a preceding paragraph. 

Surface Mass Transfer. The main objective of the analysis is 
to determine the local and average mass transfer rates at the surface. 
If m denotes the local mass transfer per unit time and unit area, 
then 

m = rh\ + m2 + rhs 

where the component mass fluxes are given by 

mi = piwvw + jiw 

(35) 

(36) 

When (36), with i = 1, 2, and 3, is substituted into (35) and note is 
taken of the fact that pi + p2 + ps = P and that ji+ j 2 + js- 0, the 
mass transfer expression reduces to 

PwVu (37) 

Furthermore, when vw is evaluated in terms of the similarity variables 
via equations (25, 24) and (23) we obtain 

m = - 3 M » C - F ( 0 ) / * 1 A 1 (38) 

where c is the constant that scales the similarity variable i) and is given 
by equation (23a). The value of -F(O) is one of the results that is ob
tained from the numerical solutions of the similarity equations. Once 
it is available, m follows directly from equation (38). 
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The overall rate of mass transfer M for a streamwise (i.e., vertical) 
length L and for unit width is found by integrating rh from x = 0 to 
x = L, with the result 

M= -4Mc.cf(0)L3 /4 (39) 

Equations (38) and (39) are general expressions for the local and 
average mass transfer rates and are, therefore, applicable for any set 
of boundary conditions that are consistent with a similarity solution. 
Alternative expressions for the mass transfer can be derived for spe
cific boundary conditions. For instance, for the case that has been 
dealt with in the prior sections of the paper (i.e., piw specified, mj = 
rhs = 0), F(0) may be eliminated from equation (38) in favor of #i'(0) 
by employing equation (33). After making this substitution, there is^ 
obtained, after rearrangement 

* - ^ - M 0 ) c * 3 / 4 ( H ^ - W f W p . ) ' (4Q) 

(Plw - Pl») £>! ((Plw ~ Pl«)/p»)(l - Wiw) 

Since rh = rh\ for the case under consideration, it is natural to select 
(piw — Pi=») as the driving potential for mass transfer and to define 
a mass transfer coefficient K and Sherwood number Sh as 

K = m/(plu,-pla,), Sh = Kx/D1 (41) 

Furthermore, the group CJC3/4 is, in essence, a Grashof number. 
Equation (40) can be simplified by adopting a constant property 

model of the type normally employed in thermal natural convection. 
For such a model, no distinction is made between pw and p„, and 
equation (40) reduces to 

Sh = -fl!'(0)cx3/V(l - Wlw) (42) 

It may also be noted that if the contribution of the transverse velocity 
uw at the wall is ignored, that is, if rh = rh\ = j \ w , then for the constant 
property model 

Sh = -flx'(0)c.r3/4 (43) 

By comparing equations (42) and (43), it is seen that the factor 1/(1 
- W\w) represents the contribution of the transverse velocity to the 
surface mass transfer. 

N a p h t h a l e n e S u b l i m a t i o n in H u m i d Air 
Problem Definition and Solution. Attention will now be focused 

on sublimation from a solid naphthalene plate to ambient air in which 
the relative humidity <j> may be arbitrarily prescribed.1 In keeping with 
experimental practice, the concentration of naphthalene vapor in the 
ambient is zero. The temperature and pressure are given and from 
the former, the naphthalene vapor pressure at the plate surface can 
be evaluated from the vapor pressure—temperature relation (e.g., [2]). 
The plate is impermeable to both air and water vapor. 

To specialize the foregoing analysis, let 

1 ~ naphthalene vapor, 2 ~ water vapor, 3 ~ air (44) 

Then, the given information for the present problem can be expressed 
as 

(a) at 7} = <» 

Pl„ = 0, P2- = 0P2,sat, P3=» = P - p2» (45) 

P2~/p + {paJp)(Ma/M2) 

(b) at ij = 0 

piw = known, xiw = p\Jp, rh2 = m3 = 0 (47) 

where both p2,Sat (saturation pressure of steam) and p\w are functions 
of temperature. 

To adapt the governing equations (26-28) to the naphthalene 
problem, the thermophysical properties have to be dealt with. For all 
cases of practical interest in the application of the naphthalene sub-

1 In the temperature range of practical interest, water vapor can be treated as 
a perfect gas since its compressibility factor Z is in the range from 0.997 to 1 ([4], 
Pig. 1.4). 

limation technique, the naphthalene vapor is no more than a minute 
trace. For example, in the most extreme case considered in the 
forthcoming numerical studies, W\ varies from 0.0008 to zero as -q 
ranges from zero to infinity. Therefore, with regard to property ratios 
such as pp.l(pii)«, and p/p=o, p and /x can be evaluated for an isothermal, 
uniform-composition air/water vapor mixture, which means that 
pp,l(pix)„ = 1 and plp„ = 1. 

The naphthalene diffusion coefficient D i for the ternary mixture 
was evaluated from Blanc's law [3], which requires the binary diffu
sion coefficients for naphthalene/air and naphthalene/water vapor 
as input. The former is available [2] while the latter was evaluated 
from the correlation of Fuller, Schettler, and Giddings [3]. It was 
found that the extreme deviation of D\ from the naphthalene/air 
binary diffusion coefficient Dna is about one percent. Since the value 
of DnB is uncertain by more than one percent, deviations between Di 
and Dna were not further considered. From a similar calculation, the 
water vapor diffusion coefficient D2 for the ternary mixture was found 
to deviate by a maximum of 0.06 percent from the binary water 
vapor/air diffusion coefficient, and so the binary coefficient was used 
for D2. Furthermore, the binary diffusion coefficients are independent 
of composition [3]. 

With this, equations (26-28) reduce as follows: 
1 The first term of equation (26) becomes F'". 
2 The first term of equation (27) becomes Oi" and (Sci)«. becomes 

Sci. 
3 The first term of equation (28) becomes D2" and (Sc2)„ becomes 

Sc2. Furthermore, Sci = 2.5 [2], while Sc2 was calculated to be 0.6 by 
employing Table 10.1 of [4] and Table 7 of [5]. 

Turning next to the boundary conditions, the values of W\a and 
W2™ are already expressed by equation (46), and 6\(<x) = 92(<o) = 
F'(<*>) = 0. At the wall (i] = 0), the value of x\ from equation (47) is used 
as input to equation (16), and the impermeability conditions (32) and 
(33) are employed to find the starting values for the numerical solution 
as was described earlier. In equation (32), DJD2 may be replaced by 
(Sc2/Sci) and, in equation (33), (Pw/p™)2 = 1 and (v^/Di) = Sci. 

The numerical solutions are performed according to the scheme 
outlined in a previous section of the paper. The cases selected for 
study were chosen to correspond to realistic experimental conditions. 
For the system temperature T, values of 10,20, and 30°C (50,68, and 
86°F) were assigned, and this seemingly small temperature range 
corresponds to a change of more than a factor of seven in the naph
thalene vapor pressure at the wall. The system pressure was taken to 
be one atmosphere, and the relative humidity (j> was given values of 
0, 0.5, and 1.0. 

The 0 = 0 case corresponds to a binary boundary layer (naphtha
lene/air) which is governed by equations (26) and (27) (suitably 
simplified as just discussed) and with W2w = W2<* = 0. Equation (16) 
with W2w = 0 yields Wiw, and only one impermeability condition, that 
for air, is appropriate. That condition is suitably expressed by equa
tion (33), modified as already discussed. 

In addition to the foregoing solutions for 0 = 0, another set was 
performed in which the transverse velocity uw was suppressed alto
gether. This problem is governed by 

F'" + 3FF" - 2(F')2 + 0i = 0 (48) 

0 / + ZSciFBi' = 0 (49) 

0i (0) = 1, 0i(°°) =.F(0) = F'(0) = F ' (») = 0 (50) 

These equations and boundary conditions are identical to those for 
the classical thermal natural convection problem for the vertical plate. 
Thus, by employing a model where water vapor is ignored and the 
transverse velocity vw is neglected, the mass transfer problem loses 
its special identity and merges with a well-known heat transfer 
problem. 

Results and Discussion. The quantities of most immediate in
terest are the local and overall surface mass transfer rates, rh and M, 
respectively. Since the results will be presented in ratio form and since 
there is proportionality between rh and M for a similarity solution, 
ratios involving rh are identical to corresponding ratios involving M. 
For concreteness, the results will be presented in terms of rh. 
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Two ratios will be examined, m^/mo and mo/moo- Among these 
quantities, m$ is the local naphthalene mass transfer rate to air with 
relative humidity 0, mo is the value of m ,̂ when 0 = 0 (no water vapor), 
and moo is for 0 = 0 and vw = 0. The latter corresponds to an inter
change of Sh for Nu and of Sc for Pr in the classical vertical plate heat 
transfer solution. Thus, the departure of m^/mo from unity is a direct 
measure of the effect of changes in humidity, while rho/moo shows the 
effect of accounting for the transverse velocity at the plate surface. 

From equation (42), for fixed values of the system pressure and 
temperature, it follows that 

m 0 [(V(0)c/(1 - Wlw)U 
= — (51) 

m0 [0i'(O)c/(J. - Wlw)]0 

where c is given by equation (23a). It should be noted that since c 
contains Wiw, c„, and W ^ , the values of which depend on 0, it follows 
that c.j./co ^ 1. Numerical information needed for the evaluation of 
rh^/iho is listed in Table 1 for temperatures equal to 10,20, and 30°C 
and 0 = 0, 0.5, and 1. 

If m^/mo is evaluated for each of the fixed temperature levels that 
appears in the table, it is found that the deviations of m^/rh0 from 
unity are well within one percent. To provide some insights into this 
finding, consider the case T = 30° C and 0 = 1. The evaluation of 
equation (51), up to the point of introducing the properties, yields 

m^/mo = 1.0056V7oAv (52) 

Thus, even if the differences in the properties were to be ignored, only 
a half percent error would be incurred. The densities that appear in 
the co/"0 ratio are readily evaluated from the information given in 
Table 1. However, the viscosity M* of humid air is not known to high 
precision. For the case in question, we have estimated a value of M«/MO 
= 0.995 from the information given in [5]. When the properties are 
introduced into (52), mjrho = 1 to within a few hundredths of a 
percent. 

The foregoing finding indicates that the naphthalene mass transfer 
rates are insensitive to the absence or presence of water vapor. It now 
remains to assess the influence of the transverse velocity vw at the wall, 
and this is done via the ratio mo/moo- It is easily shown that 

rho/moo = [8i'(0)]0/[fli'(0)]oo (1 - Wlw) (53) 

The value of [0i'(O)]oo is -0.76986 for Sc = 2.5. With this, and with the 
values of [0'i(O)]o in Table 1, it is found that m0/m0o = 1.00006, 
1.00015, and 1.00040, respectively for T = 20, 30, and 40°C. These 
results clearly indicate that the mass transfer is unaffected by the wall 
velocity vw. 

The results of the preceding paragraphs have shown that the 
naphthalene mass transfer is neither affected by humidity nor by the 
wall velocity uw. Therefore, naphthalene sublimation experiments 
can be performed at any humidity level that might be present in the 
laboratory without concern about errors. Furthermore, the insignif
icant role of uw means that the naphthalene mass transfer coefficients 
can be interpreted, via the analogy, as heat transfer coefficients cor
responding to an impermeable wall. For the analogy, Sh -*- Nu, Sc —• 
Pr, and the corresponding Grashof numbers are 

Gi = g[(Mi-M3)/M1]Wlwx3/v2, Gr = g/JATx3/!-2 (54) 

Further perspectives on the mass transfer results will now be pre
sented. From an examination of the transformed momentum equation 
(26), it is seen that there are two components of the buoyancy force, 
namely, the principal buoyancy term 6\ and the supplemental 
buoyancy which constitutes the last term of the equation. A main 
contributor to the supplemental buoyancy term is the quantity (Wiw 
~ W2») which expresses the difference in the mass fractions of the 
water vapor at the wall and in the ambient. From an examination of 
Table 1, it is seen that this difference is very small in all of the cases 
investigated, which suggests that the supplemental buoyancy will, 
itself, be small. 

A comparison of the principal and supplemental buoyancies pre
sented in Fig. 2 confirms the smallness of the latter, thereby ration
alizing the insensitivity of the mass transfer to the presence of the 

T a b l e 1 R e s u l t s of the n u m e r i c a l so lut ions ( p = 1 
a tm) 

10 2 ( /B, S / 

T(°C) 0 -BA0) 10sWlw !02W2w W2W2» fB,P)w 

10 0 0.76982 0.10789 
0.5 0.77044 0.10814 0.37744 0.37746 0.14893 
1.0 0.77107 0.10838 0.75662 0.75666 0.29862 

20 0 0.76974 0.30354 
0.5 0.77093 0.30486 0.72030 0.72041 0.28448 
1.0 0.77211 0.30621 1.4468 1.4470 0.57057 

30 0 0.76955 0.79745 
0.5 0.77169 0.80381 1.3120 1.3125 0.51769 
1.0 0.77383 0.81027 2.6450 2.6461 1.0416 

1.0 

0.8 -
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\ <£ = 0 
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V 
Fig. 2 Distributions of the principal and supplemental buoyancy components: 
T = 30°C, p = 1 atm 

water vapor. The comparison shown in the figure is for the case where 
T = 30°C and 0 = 1 which, among the various cases studied, gives rise 
to the largest supplemental buoyancy. The figure also compares the 
principal buoyancy distributions for 0 = 0 and 0 = 1 and indicates 
only a very slight difference. For all of the cases, the last column of 
Table 1 lists wall values of the ratio of supplementary buoyancy fs,s 
to principal buoyancy fs.p- The listing confirms that the supplemental 
buoyancy for the other cases is even smaller than that for the case 
depicted in Fig. 2. 

To provide perspective about the role of the wall velocity vw, dis
tributions of the transverse velocity in the near-wall region are pre
sented in Fig. 3. The ordinate variable V is an abbreviation for vx 1/A/vc 
which, from the similarity solution, is given by 

V = vx1'4/vc = r,F'-3F (55) 

The curves for 0 = 0 and 0 = 1 that are shown in the figure correspond 
to T = 30°C and, in addition, the curve representing the results for 
uw = 0 and 0 = 0 is also plotted. There are two features of this figure 
that are worthy of note, namely, the sign of V and its magnitude. 

In the conventional thermal natural convection problem as well as 
in the mass transfer problem with vw = 0 and 0 = 0, V is negative 
throughout the entire boundary layer because the natural convection 
process draws fluid from the ambient toward the surface. On the other 
hand, for sublimation mass transfer, V must be positive at the surface 
as shown in the figure. It may be seen, however, that the region of 
positive V does not penetrate very deeply into the boundary layer so 
that, for the most part, V is negative as in the conventional case. 

To obtain a measure of the size of the positive V values, they may 
be compared to V„, the magnitude of which is about 1.1. Against this 
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Fig. 3 Distributions of the transverse velocity in the near-wall region: T = 
30°C, p = 1 atm 

standard, the wall value of V (the largest positive V), which is about 
0.00025, is clearly very small. Also, the distribution of V is insensitive 
to whether 0 = 0 or 0 = 1. 

The foregoing discussion underscores the fact that the transverse 
velocities generated by the surface mass transfer are too weak to affect 
the magnitude of the mass transfer. Information about Vw and V„ 
for all the cases that were investigated can be obtained from the F(0) 
and,F(<») listings of Table 2, with Vw = -3F(0) and V„ = - 3 F ( » ) . 

To complete the presentation of results, velocity distributions are 
presented in Fig. 4 in terms of the variable U defined by 

U = u/4vcW2 = F' (56) 

The curves are for the T = 30° G case, which yields the highest sup
plemental buoyancy and wall velocity among the temperatures in
vestigated. It is seen from the figure that there is only a slight spread 
between the <j> = 0 and 0 = 1 curves and, furthermore, that the 0 = 0 
(vw ^ 0) curve overlaps that for vw = 0 and 0 = 0. Therefore, the ve
locity profiles are essentially unaffected by the presence of the water 
vapor. 

As a final matter, it is of interest to briefly examine the validity of 
the isothermal flow assumption that was employed in the analysis. 
It can be reasoned that since the latent heat of sublimation has to be 
supplied to the subliming solid, the surface temperature of the solid 
must be depressed in order to set up and maintain the requisite heat 
flow. If it is assumed that all of the heat required for the sublimation 
process is transferred by natural convection from the ambient air to 
the surface, then it can be shown that the depression of the surface 
temperature relative to the ambient is less than 0.1°C. The smallness 
of this temperature difference validates the isothermal flow model. 

C o n c l u d i n g R e m a r k s 
In response to the need to assess the effect of humidity on experi

ments involving the naphthalene sublimation technique, an analysis 
of natural convection in a ternary gas mixture was performed. The 
main issues in the mathematical formulation of the problem were the 
derivations of the appropriate buoyancy force and the boundary 
conditions. In the latter, consideration had to be given to the fact that 
the bounding wall is selectively impermeable to certain of the com
ponents of the mixture. The analysis took full account of possible 
variations of the fluid properties. It was demonstrated that the 
problem yielded a similarity solution, and a numerical scheme for 
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Fig. 4 Velocity distributions: T = 30°C, p = 1 atm 

solving the similarity equations and boundary conditions was de
scribed. 

The general formulation was specialized to natural convection 
sublimation from a solid, vertically oriented naphthalene plate sit
uated in humid air. Numerical solutions were performed for three 
temperature levels that bracket the practical range. At each tem
perature level, the relative humidity of water vapor in the air was 
varied from zero to one. It was found that the mass transfer results 
were unaffected by the presence of humidity. Careful diagnosis re
vealed that both the supplemental buoyancy associated with the 
presence of humidity and the transverse velocity at the wall associated 
with the mass transfer are very small. 

This finding gives license to the utilization of the naphthalene su
blimation technique without special concern about the humidity in 
the air. Upon application of the heat/mass transfer analogy, the re
sulting heat transfer coefficients correspond to an impermeable 
bounding wall. 
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Natural Confection in a Multi-
Layered Geothermal Reservoir 
The effect of layered structure of rock formation on free convection in a geothermal reser
voir is investigated in this work. The model examined is that of a rectangular reservoir 
comprised of three horizontal permeable layers with different permeabilities. The reser
voir is considered to be bounded by impermeable surfaces on the sides and at the bottom. 
The upper boundary of the aquifer is permeable, which permits the recharge and dis
charge of water to and from the aquifer. A transient two-dimensional convective flow is 
developed when the impermeable boundaries are raised suddenly to high temperatures. 
The governing nonlinear partial differential equations with appropriate boundary and 
initial conditions are solved numerically by finite difference methods. Application of the 
direct method for solving Poisson's equation for stream function made it possible to carry 
out the solution for a much longer time than possible with iterative techniques. Numerical 
results are obtained for various parameters and configurations of the geothermal reser
voir. The influence of a less permeable middle layer on the flow and heat transfer charac
teristics in the aquifer is discussed. The computed vertical temperature profiles are simi
lar in shape to the complex temperature profiles observed at the HGP-A well. 

Introduction 

It is well known that many geothermal reservoirs are comprised 
of layers of rock formations with different permeabilities and poros
ities. One example of such a reservoir is the newly developed geo
thermal field near Pahoa, Hawaii where the core samples collected 
at different depths in the drilled hole (i.e., the HGP-A well) confirm 
the existence of horizontal layers with widely different permeabilities. 
Analyses of the fluid samples collected from the well indicate that the 
water has a generally low chloride concentration which leads to the 
speculation that there are impermeable barriers (such as dike-like 
formations) between the reservoir and the sea, and that the reservoir 
is probably recharged from a freshwater source along the top per
meable boundary. The present paper is a study of free convection in 
such a geothermal reservoir. 

The geothermal reservoir is modelled as a saturated porous medium 
with a rectangular cross-section which is bounded by impermeable 
surfaces on the sides and bottom. The top boundary is permeable so 
that recharge and discharge of water to and from the aquifer through 
the upper boundary is possible. Furthermore, it is assumed that the 
aquifer is comprised of three layers with different permeabilities and 
thicknesses: the middle one being the least permeable and the upper 
and lower layers having high and moderate permeabilities. When the 
aquifer is heated suddenly from the sides by a dike complex as well 
as from the bottom by shallow intrusives, it is assumed that a two-
dimensional convective flow is initiated. It should be noted that the 
convective flow in a porous medium can be two-dimensional even in 
a three-dimensional region [12], so the physical existence of an infi
nitely long trench need not be bothersome. 

To investigate the transient behavior of the geothermal reservoir, 
it is necessary to use the transient form of the equations and examine 
the development of the flow and isothermal pattern over a long period 
of time. The transient behavior of natural convection in porous me
dium has been studied previously by various authors. Elder [8] studied 
the development of flow and isotherms in an enclosed two-dimen
sional porous medium when the base is suddenly heated. The problem 
of transient three-dimensional natural convection in a confined porous 
medium was studied numerically by Hoist and Aziz [9]. The experi
mental studies of Caltagirone, et al. [3] and Combarnous and Le Fur 
[7] indicated possible unsteady flows for the uniformly heated case, 
and later numerical experiments by Home and O'Sullivan [11] showed 
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different possible convective patterns when a two-dimensional en
closed porous medium is heated uniformly and non-uniformly along 
the base. Home and O'Sullivan observed both steady and fluctuating 
flows for the uniformly heated case, and only oscillatory flows when 
the base is partially heated. This was also noticed by Caltagirone [4] 
who obtained'a numerical solution for transient natural convection 
in a horizontal porous layer placed between two isothermal surfaces. 
Caltagirone noticed the dependence of oscillatory flows on the aspect 
ratio of convective cells. Cheng and Teckchandani [6] numerically 
studied the transient response of an aquifer with recharge from the 
sides when suddenly heated non-uniformly from below. In all of the 
above mentioned studies, investigators have considered a homoge
neous porous medium for analysis. The purpose of the present work 
is to study the effect of layered structure of the rock formation on the 
free convection in a geothermal reservoir, which has not been inves
tigated previously. 

The governing partial differential equations describing the tran
sient flow and heat transfer chracteristics in the geothermal reservoir 
are solved by finite difference techniques similar to those employed 
by Home and O'Sullivan in a previous study. Computations were 
carried out for different values of the governing parameters and for 
various boundary conditions. The numerical results show that the 
convection pattern and the vertical temperature profiles are greatly 
influenced by the presence of a less permeable middle layer. Because 
of the flow restriction imposed by the less permeable middle layer, 
the temperature variations in the middle and upper layers become 
smaller and the lower overall heat transfer rate is less. Moreover, it 
is found that steady-state convection is reached for aspect (length to 
height) ratios of one and two, but changes to oscillatory convection 
when the aspect ratio is increased to four. This shows the dependence 
of oscillatory flow on the aspect ratio. However, since we are more 
concerned with steady heat flows in this paper, the additional aspects 
of the fluctuating flows are reported elsewhere [14]. 

Mathematical Formulation 
The reservoir is modeled as a two-dimensional rectangular porous 

region consisting of three horizontal porous layers with different 
thicknesses and permeabilities as shown in Fig. 1. It is bounded by 
impermeable dikes on the sides and by impermeable hot bedrock at 
the bottom. The upper boundary of the top layer is permeable, which 
permits the recharge and discharge of water to and from the aquifer. 
The form of the equations describing the flow depends on the sim
plifying assumptions made. Basically1, the behavior of fluid in a porous 
medium is governed by conservation of mass, momentum, energy, and 
the equation of state. For the present analysis, the working fluid is 
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REGION 3 

REGION 2 

REGION I 

Fig. 1 Physical model of a multi-layered geothermal reservoir 

taken to be pure water. To simplify the mathematical formulation 
without losing sight of main characteristics, the following assumptions 
are made: (1) The saturating fluid is assumed to be incompressible; 
(2) the porous medium and fluid are in local thermal equilibrium at 
each point; (3) thermal conductivity, permeability, diffusivity and 
viscosity are assumed invariant with temperature; (4) the Boussinesq 
approximation is employed, implying that density effects are signif
icant only in the buoyancy terms; and (5) Darcy's law is assumed to 
be applicable—this requires that Reynolds number (based on pore 
space) must be less than unity, which in turn implies that velocities 
in the porous medium are very low. 

When the pressure is eliminated from Darcy's law, the resulting 
equation in terms of stream function and temperature is [8,11] 

V 7 2 , K i «d T ' 

M dx 
(1) 

where 

Hi and (2a, b) 
_dx^ 

d2 " dx 

with the subscripts i = 1, 2, 3 denoting the bottom, middle, and top 
layer (see Fig. 1). The energy equation in terms of stream function and 
temperature is 

dt \ dz dx dx dz 
= a, V2T; (3) 

Initially, the reservoir is at uniform temperature To and motionless 
elsewhere, i.e., u(x, y, 0) = v(x, y, 0) = 0 and T{x, y, 0) = T0. If tem
perature on the bottom impermeable surface is suddenly raised to a 
higher temperature, Tm, the thermal boundary condition on the 
bottom is 

Ti(x, 0, t) = Tm, t > 0 (4) 

where Tm is the prescribed bedrock temperature which is assumed 
to be uniform. For the vertical impermeable boundaries, both a heated 
case and an insulated case will be considered. For the heated case, a 
linear temperature distribution is assumed, i.e., 

T;(0, z, t) = Ti(L, z, t) = To + (1 - z)(Tm - T0), t > 0 
(5a, 6) 

whereas for the insulated boundaries, the conditions are 

^«u. t> . 
dx dx 

-(L, z, t) = 0, t > 0 (5c, d) 

where L is the horizontal length of the reservoir. The corresponding 
hydrodynamic boundary conditions on the vertical and bottom im
permeable surfaces for both cases are 

u;(0, z, t) = ui(L, z, t) = Vi(x, 0, t) = 0, t > 0 (6) 

The upper permeable boundary allows the recharge and discharge 
of water to and from the reservoir. A simple calculation shows the 
effect of energy discharged through the top permeable boundary with 
geothermal fluid is small. If we assume that the occurrances of fum-
eroles are much more localized than the overall scale of the system, 
then we can use the approximation of air temperature, To, at the 
ground surface. Thus, the boundary conditions along the top per
meable surface are 

"3(x, h3, t) = 0 and T3(x, ha, t) = T0, t > 0 (7a, b) 

where h% is the height of the aquifer. 
The continuity of pressure and normal flow across the interface 

boundaries gives the following conditions to be satisfied along these 
boundaries: 

Pi(x,hi, t) = p2(x,hi,t), 

vi(x, hi, t) = y2(jc, hi, t), £ > 0 (8a, b) 

Pz(x, hi, t) = p3{x, h% t), 

v2(x, h2, t) = o3(x, hi, t), t>0 (9a, 6) 

where hi and hi are the locations of the horizontal interfaces measured 
from the bottom impermeable surface (see Fig. 1). The continuity in 
temperature and heat flow across the interface requires the following 
conditions to be satisfied: 

Ti(x, hi, t) = T2(x, hi, t), 

dT, dT2 
ki -(x,hht) = k2 (x,hi,t), £ > 0 (10a, b) 

dz dz 

T2(x, h2, t) = T3(x, hi, t), 

dT 2 d T , 
ki—-(x, h% t) = ks—-(x, h2, t), t>0 (11a, b) 

dz dz 

where ki (i = 1, 2, 3) is the thermal conductivity of the respective 
porous layers. 

With the aid of equations (2), velocity boundary conditions in 
equations (6-9) can be expressed in terms of stream function to 
give: 

f;(0, 2, t) = ti(L, z, t) •• ipi(x, 0, t) = 0, t> 0 
(12a, b, c) 

.Nomenclature* 
A = reservoir aspect ratio 
g = gravitational acceleration 
H = dimensionless distance of the upper 

boundary of the porous layer from the 
bottom impermeable surface 

h = dimensional distance of the upper 
boundary of the porous layer from the 
bottom impermeable surface 

k = thermal conductivity of the porous 
layer 

K = permeability of the porous medium 
L = width of the reservoir 
p = pressure 
Ra = Rayleigh number 
t = time 

T = temperature 
Tm, To = maximum and minimum values of 

T 
u = Darcy's velocity component in the x-

direction 
v = Darcy's velocity component in the z-

direction 
U = dimensionless Darcy's velocity compo

nent in the X -direction 
V = dimensionless Darcy's velocity compo

nent in the Z-direction 
x, 2 = dimensional horizontal and vertical 

coordinates 
X, Z = dimensionless coordinates 
X = ratio of the volumetric heat capacity of 

the saturated medium to that of the fluid 
0 = dimensionless temperature defined by 

equation (16) 
p = density of fluid 
Po = density of fluid at To 
ju = viscosity of fluid 
a = thermal diffusivity 
P = thermal expansion coefficient 
T = dimensionless time defined by equation 

(16) 
ip = dimensional stream function 
•^ = dimensionless stream function 

Subscr ip t 

1 = variable for the ith layer 
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d+1-ix,h1,t) = ^(z,h1,t), 
dz dz 

\pi(x, hi, t) = \p2(x, hi, t), t > 0 (13a, b) 

-L- (x, hi, t) = (x, h% t), 
dz dz 

\p2(x, h2, t) = i/s(.x, h% t), t >0 (14a, b) 
d^3 

dz 
(x, hs, t) = 0, t > 0 (15) 

To express the governing equations and boundary conditions in 
dimensionless form, the following dimensionless variables are intro
duced: 

Tm - T0' a-
• i - N t i 
X3 M 

Ht=^, (16) 
h3 

Z = —; A = —; 
h3 h3 

where A is the aspect ratio of the aquifer. Equations (1) and (2) in 
terms of dimensionless variables become: 

V * * , - = - R a i ^ f (17) 
dX 

W>* + idlide1_dlim 
X3 at dr \ dZ dX dX dZJ 

where Ra; is the Rayleigh number for each layer and is defined as Ra; 
= KiPog(3(Tm — Ta)h3lix&i with different values of K{ and a; for each 
layer. For the special case of a reservoir with homogeneous thermal 
properties, we have a,- = a and X,- = X in equations (17) and (18); the 
resulting equations with subscripts omitted, are the same equations 
used in most of the literature on geothermal convection problems. 
Note that the present formulation differs from that of Chan, et al. [5] 
in that the present formulation is based on Darcy's law while that of 
Chan, et al.'s is based on a modification of Darcy's law with an added 
viscous term. The neglection of this additional term is both normal 
[4, 8, 10] and justifiable in large scale geothermal convection prob
lems. 

Hydrodynamic boundary conditions in terms of dimensionless 
variables along the impermeable surfaces are: 

*i (0 , Z, T) = *;(A, Z, T) = * i ( X , 0, T) = 0, T > 0 

(19a, 6, c) 

For the bedrock the thermal boundary condition is 

6X(X, 0, r) = eL, T > 0 (20) 

Along the vertical impermeable boundaries, the boundary conditions 
for the heated case are 

0,(0,Z, T) = 8i(A, Z, T) = 1 -Z, T > 0 (21a, b) 

whereas those for the insulated case are 

ddi dO; 
— - (0, Z, T) = — - (A, Z,T) = Q, T > 0 (21c, d) 
dX ax 

Along the two horizontal interfaces, the dimensionless boundary 
conditions are 

* I ( X , f t , T ) = - * 2 ( X , f f l , T ) , 

i(X, Hi, T) = d2(X, Hh T), T >0 (22a, b) 

" 3 , 
* 2 ( X , H2, T) = — * 3 ( X , H% T), 

" 2 

02(X, H2, T) = 03(X, H2, T), T > 0 (23a, b) 
and 

^"•»">-E3Si 
a2\ (Ki\ [ d * 

dZ 
(X, Hi, T), T > 0 (24) 

The dimensionless boundary conditions along the top permeable 
surfaces are 

d*3 
dZ 

(X, 1, r) = 03(X, 1, r) = 0, T > 0 (28) 

Equations (17) and (18) with boundary conditions (19-28) are to be 
solved by numerical methods. 

Finite Difference Solutions 
The numerical solutions of equation (17) for stream function and 

equation (18) for temperature are obtained by finite difference 
methods. The solution of the elliptic equation for the stream function 
is obtained by an extension of Buneman's odd-even reduction algo
rithm [2], which is by no means straight-forward because of the 
complicated derivative boundary conditions along the interfaces (see 
[14] for details). This direct method is much faster than the usual it
erative methods for regions with simple shapes and is therefore su
perior in both accuracy and economy. For the energy equation, Ara-
kawa's scheme for the finite difference representation of advection 
terms is used. The scheme, involving a nine-node representation of 
the advection terms, can avoid the nonlinear instability that arises 
from aliasing errors. Due to the complex nature of the method, the 
use of an implicit time difference scheme is not practical. For this 
reason an explicit scheme with forward time differencing is used to 
approximate the time derivative in the energy equation. 

To express the derivative boundary conditions in finite difference 
form for stream function along the interfaces, definition of imaginary 
nodes outside the physical domain of the adjacent layers is required. 
The stream function at the imaginary nodes is then eliminated from 
the boundary conditions based on the central difference approxi
mation and the finite difference equations for the interior nodes. If 
similar procedures are used for the derivative boundary conditions 
of temperature, it would result in a set of very involved and lengthy 
mathematical equations. To avoid this problem, imaginary nodes for 
temperature are not used. Instead, the derivative boundary conditions 
for temperature are approximated by a three-point formula relating 
the nodal points at the interface and the interior nodes in the two 
adjacent layers. 

Numerical Results and Discussion 
Numerical computations were carried out for the following three 

cases with different Rayleigh numbers and thermal boundary con
ditions: 

Case I. Rai = 300, Ra2 = 120, Ra3 = 750 with heated vertical 
boundaries where thermal boundary conditions are given by equations 
(20) and (21a, 6). 

Case II. Rai = 300, Ra2 = 50, Ra3 = 750 with heated vertical 
boundaries, i.e., the thermal boundary conditions as Case I. 

Case III. Rai = 300, Ra2 = 120, Ra3 = 750 with insulated vertical 
boundaries where thermal boundary conditions are given by equations 
(20) and (21c, d). 

For each case considered, it is assumed that (1) the values of a; and 
X; are the same for alllayers, (2) Hi = 7/16, H2 = 11/16, and (3) A = 
2. The values chosen for Hi and H2 are roughly corresponding to field 
data at the Pahoa geothermal field. Other cases with different values 
of aspect ratio are presented in [14]. 

Case I. The different Rayleigh numbers chosen for the three layers 
imply that the permeability ratios for the layers are KJKi = 2.5 and 
K3/K2 = 6.25 which are the approximate permeability ratios for the 
rock formations at Pahoa, Hawaii. These ratios represent a highly 
permeable top layer, low permeability middle layer, and a moderately 
permeable bottom layer. Fig. 2 is a plot of the horizontal velocity 
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Fig. 2 Dimensionless horizontal velocity profiles at X = 0.72 for Case I 

Fig. 3 Convection patterns and isotherms for Case I 

profiles on the vertical cross section at X = 0.72, which shows that 
discontinuity of horizontal velocity exists at the interfaces of two 
adjacent layers with different permeabilities. Mathematically, it can 
easily be shown from Darcy's law that if pressure is continuous across 
the interface of two layers with different permeabilities, the Darcy's 
velocity component at the interface and in the direction parallel to 
the interface must be discontinuous. The existence of the Darcy's 
velocity slip is physically necessary if we note that Darcy's velocity 
is defined as an average velocity flux, rather than the velocity at a 
point as in the classical viscous flow theory. 

Fig. 3(a) shows the steady-state convection pattern for the left half 
of the domain of Fig. 1. The reservoir approaches steady state at a time 
level of 0.0754 corresponding to 1.5 X 104 year. The extreme values 
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Fig. 4 Dimensionless vertical temperature profiles for Case I 

of stream function for the double cellular convection pattern (with 
cell width of 0.5) are 13.1 and —12.7, respectively. It is interesting to 
note that recirculating convective cells exist only in the top and bot
tom layers where the permeabilities are high, but are absent in the 
middle less permeable layer. This demonstrates that some of the water 
recharge from the top does not penetrate into the lower layers and that 
some of the hot water in the bottom layer never rises to the upper 
layers because of the presence of the less permeable middle layer. 
From the isotherms shown in Fig. 3(6), it can be concluded that re
gions of high temperature are at a distance slightly away from the 
heated sides and in the middle of the reservoir as the hot rising plumes 
are located near these regions. Consequently, when the flow is at 
steady state, the heated sides act as heat sinks instead of heat sources. 
The Nusselt number (defined as the heat transfer over the top per
meable boundary compared to that transferred by conduction alone) 
is found to be 3.9. 

Fig. 4 shows the vertical temperature profiles at different locations 
for Case I. The large temperature inversions in the top and bottom 
layers indicates the strong convection currents there. On the other 
hand, the almost linear temperature profile in the middle layer shows 
that recirculation is not important in the less permeable layer. 

Case II. This case with still lower permeability for the middle layer-
is run in order to highlight the effects of the low permeability layer. 
The Rayleigh numbers for the three layers imply the permeability 
ratios of Ki/K2 = 6 and K3/K2 = 15. The solution reaches a steady 
state at a time level of 0.0686 corresponding to 1.4 X 104 years. The 
convection pattern is shown in Fig, 5(a) for the left half of the domain 
of Fig. 1. The extreme values for the stream function in the two con
vective cells are 5.08 and — 13.67 indicating that the convection current 
is much larger for the convective cell at the left. The less permeable 
middle layer prohibits the development of double-cellular convection 
pattern as in Case I. The suppression of a second plume rising in the 
central portion of the aquifer leads to lower temperature in the top 
and the middle layers (Fig. 5(6)). The almost linear vertical temper
ature profiles in the middle layer (see Fig. 6) shows the effects of the 
diminished convection current there. The Nusselt number along the 
top boundary is 2.2, which has decreased because of the inability of 
heat to convert through the middle layer. 

Case III. To study the effects of insulated sides, a case is run with 
Rayleigh numbers identical to Case I. The steady state solutions for 
streamlines and isotherms are plotted in Figs. 7(a) and 7(6), respec
tively. It is shown that as a result of less heat being supplied to the 
reservoir, the number of hot plume is reduced from two in Case I to 
one in the present case. The computed Nusselt number along the top 
boundary for this case is also less than that of Case I. The vertical 
temperature plot of Fig. 8 shows that the temperature of the fluid in 
the top and the middle layers are lower than the corresponding lo
cations in Case I and that temperature inversions in the bottom layer 
are less pronounced in the present case, both owing to the weaker 
convection circulation in these regions in this case. On the other hand, 
Fig. 8 shows that temperature inversions also take place in the middle 
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Fig. 5 ( a ) Fig. 7 (a) 

Fig. 5 (b) 

Fig. 5 Convection patterns and isotherms for Case II 

Fig. 7 (6) 

Fig. 7 Convection patterns and isotherms for Case III 

Fig. 6 Dimensionless vertical temperature profiles for Case II 

less permeable layer indicating that convective recirculation exists 
in the middle layer (see also Fig. 7(a)). 

Comparison with the Case of Uniform Permeability and Field 
Data. For comparison purposes numerical results are also obtained 
for the case of uniform permeability with a Rayleigh number (Ra = 
KPogP(Tm — T0)hzlna) of 350. The vertical temperature profiles for 
this case are plotted in Fig. 9, where it is shown that temperature in
versions in the upper portion of the layered reservoir (see Fig. 4) do 
not exist in the present case. Comparison of computed vertical tem-

Fig. 8 Dimensionless vertical temperature profiles for Case III 

perature profiles in Figs. 4, 6, and 8 to the field data taken on different 
dates at the HGP-A well [13], as plotted in Fig. 10, shows that they 
are similar in shape. Since the main purpose of the present work is to 
study qualitatively the effect of layered formation on free convection 
in a geothermal reservoir, no attempt has been made to match the 
exact field data to that of the computed profiles. In fact, it would be 
difficult, if not impossible, to match the field data to that of the 
computed data exactly since the physical boundaries of the Pahoa 
geothermal field are at unknown positions and it is likely that the 

Journal of Heat Transfer AUGUST 1979, VOL. 101 / 415 

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



11 

Fig. 9 Dimensionless veriicaltemperature profile for a reservoir with uniform 
permeability 

tempei'ature profiles measured at the HGP-A well reflect a transient 
situation rather than a steady state. 

Summary and Conclusions 
A numerical study has been conducted to investigate the transient 

free convection in a multi-layered geothermal reservoir. The model 
is comprised of three horizontal permeable layers with different 
permeabilities and thicknesses. The study shows that the presence 
of a lower permeability middle layer can impose a restriction on flow 
through the layer resulting in a multi-cellular convection pattern. As 
a result of this restriction, the overall heat transfer rate is reduced. 
The convection pattern depends not only on the values of the per
meability ratios but also on the thermal boundary conditions. The 
computed vertical temperature profiles near the thermal plumes have 
temperature inversions in the top and bottom (more permeable) layers 
while the temperature profiles in the middle (less permeable) layer 
are relatively straight. The computed temperature profiles for a 
mult.i-layered geothermal reservoir are qualitatively similar in shape 
to those of the field data taken from the HGP-A well. 
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Heat Transfer by Forced and Free 
Convection in a Horizontal Channel 
with Differentially Heated Ends 
The effect of net longitudinal flow on natural convection in a horizontal cavity with differ
ent end temperatures is discussed. The flow is studied using an asymptotic expansion in 
the aspect ratio A « 1, the Grashof, Prandtl and Peclet numbers being arbitrary but fixed. 
It is shown that unlike the natural counterflow with zero longitudinal net flow [1] a net 
discharge leads to a nonparallel flow structure characterized also by a variable longitudi
nal temperature gradient. The influence of parameters A, Gr, Pr and Pe on the flow struc
ture is discussed. An asymptotic expression for the Nusselt number for longitudinal heat 
transport through the cavity is derived in the limit A ->• 0 and Gr, Pr, Pe fixed. 

Introduction 

The heat transfer in a long horizontal slender cavity with a longi
tudinal temperature was discussed in a series of papers by Cormack, 
et al. [1, 2] and Imberger [3]. The cavity had adiabatic top and bottom 
walls and the circulation in the center of the cavity was driven by the 
longitudinal temperature gradient. The flow was found to be hori
zontal, proceeding towards the cold end in the upper half of the 
channel and returning in the lower half after being cooled by the cold 
vertical end wall. It was shown that steady state was reached when 
a vertical temperature gradient was established sufficient to diffuse 
an amount of heat from the top layer to the bottom layer necessary 
to balance the convective transports. The natural counterflow rep
resents an effective mechanism for convective heat transfer between 
the ends of the cavity. 

The solution was shown to depend on the Prandtl number Pr, the 
Grashof number Gr and the aspect ratio A. The limit considered was 
A -> 0 and Pr and Gr fixed. In this limit there was excellent agreement 
between the analytical results, the numerical solutions and the ex
perimental measurements. 

Cormack, et al. [4] replaced the adiabatic boundary condition along 
the top wall and found solutions for a top boundary with heat transfer 
and one which moved longitudinally. Their analysis was similar to the 
earlier techniques. However, since the natural convection velocity was 
selected as velocity scale, the results of Cormack, et al. are most 
meaningful in cases where the surface effect (velocity, heat flux) is 
small when compared with the natural convection effect in the hori
zontal fluid layer. This condition requires a top velocity no greater 
than the natural convective velocity, and a top surface heat transfer 
rate no greater than the net heat transfer rate in the horizontal di
rection through the cavity. 

Many applications of the cavity flow process involve net discharge 
through the cavity from one end to the other. Such a flow leads to a 
form of forced convection since the longitudinal temperature gradient 
is convected by the flow. Distinct from the natural counterflows 
previously investigated, a net discharge leads to a net transportation 
of heat down the cavity. With adiabatic walls this cannot be balanced 
by vertical diffusion. In this paper we show how the temperature field 
compensates for the net flow by developing a sufficient x variation 
in temperature for longitudinal diffusion to balance the forced con
vection. 

Mathematical Formulation 
Fig. 1 shows a parallel-plate channel with the height H considerably 

smaller than its length L. The channel is filled with a Newtonian in
compressible fluid. The long horizontal boundaries y' = 0, H are ad
iabatic and impermeable. As shown on the figure, the two ends are 
kept at different temperatures Ta < Tb. The fluid is forced to move 
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through the channel at a known volumetric flowrate per unit width 
Q [m2/s]. The positive sense of this net flow is chosen to coincide with 
the positive x direction. 

We are interested in the flow and temperature field in the core of 
the cavity in the limit A = H/L —• 0. For this to be a meaningful limit 
the flow must retain the relative balance between natural and forced 
convection as A ~* 0. If AT = Tf, —Ta is the temperature difference 
across the cavity, then the baroclinic pressure difference will be of the 
order of (B ATpogH). On the other hand, if Q is the net flow through 
the cavity then there must exist a barotropic pressure across the cavity 
of the order of (povQL/Hs). We require in the limit A -* 0 that (B 
ATpogH) = (constant)(/Oo*'Qi'/W3)- It is easy to see that the constant 
in this proportionality is equal to 

BATppgH , _ r Aa 

PovQL/Ha a Q 

where Ra is the Rayleigh number based on the channel vertical di
mension H, 

_ gBATH* 
Ra = . 

av 
From the preceeding argument we conclude that in the limit A -* 

0 Q must also approach zero so that Q/A remains constant. In other 
words, for scaling purposes it is inappropriate to use the flow rate Q, 
for one cannot regard Q as constant and still talk about a balance 
between free and forced convection in the slender channel limit. 
Therefore, we define Qi = Q/A and use Qi as the independent flow 
scaling parameter which has the property that it remains fixed in the 
limit A —- 0. From Poiseuille fow between two parallel plates it is 
known that Q\ is of order H2 AP/p, where AP is the end-to-end 
pressure difference applied across the channel. In conclusion, using 
Qi (fixed) as independent flow scaling parameter is equivalent to using 
the end-to-end AP, assumed arbitrary but fixed. The dimensionless 
group which characterizes the forced convection effect in the channel 
is the Peclet number based on Qi (or AP) defined as Pe = Qi/ff. 

The most consistent nondimensionalization for this limit is thus 

x y T-Ta 
• ; * = 

r 
V H" Tb-Ta'

T G r P r A a ' 

where the dashed variables are physical quantities and 

P r : ; G r = g /ro-Ta ) ; R a = Grfc 

In terms of these variables the equations describing conservation of 
mass, momentum and energy in steady-state, subject to the usual 
Boussinesq approximation, are 

GrA2-
o(x, y) 

„ d2co d2o> d8 
•A2—- + — - + — , 

dx2v* dy2 dx 

Ai*t+W. 
dx2 dy 

(1) 

(2) 
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GrFtA m <P) 
dx2 d y 2 ' 

(3) 
Hx, y) 

where co is the dimensionless vorticity. 
The following boundary conditions apply at the solid horizontal 

walls 

d\L dO 
f = Pe/Ra; -*- = — •• 

by dy 
Oaty = 1, 

+ -. dy 
— = 0 a t y ; 

dy 
0. 

(4) 

(5) 

The scaling of the governing equation reveals that the flow and 
temperature field in the channel depend on four dimensionless pa
rameters: the Grashof number Gr, the Prandtl number Pr, the aspect 
ratio A and the forced flow Peclet number Pe = Qi/ot. 

A s y m p t o t i c S o l u t i o n A —• 0. (Gr, Pr , P e F i x e d ) 
The solution follows from the procedure outlined by Cormack, et 

al. [1], by which the unknown functions, 8, \p and co are expanded in 
series form, 

8 = do + A282 + A*di + 

f = \po + A2\[/2 + A4<p4 

CO = Wo + A20>2 + A4C04 

and then substituted back into equations (1-3). 
The zeroth order equations are: 

d2e0 d2cop d_0o _ <>2to. 

dy2 dx dy2 - coo; -

with the boundary conditions 

î o = Pe/(PrGr); 
dxpo 

dy 

dy2 

d80 
— - = 0 a t y • 
dy 

and 

di//0 d#o . , 
i/<o = = — = 0 at y 

dy dy 

0. 

A solution to this problem is 

<?o = F0(x) 

fo = 
dF0ly y y \ + — 

12 24/ 

Pe 
(2y3 - 3y2). 

(6) 

(7) 

(8) 

(9) 

(10) 

(11) 

(12a) 

(12h) 
dx \24 12 24/ PrGr 

The first part of the streamfunction describes the natural convec
tion flow induced by the longitudinal temperature gradient dF0/dx. 
The second component is the plane Poiseuille flow necessary to carry 
the net mass flow Qi. 

The unknown function F0(x) may be obtained by considering the 
second order temperature equation 

df 0 dfl0 

dy dx 

Integrating this with respect to y between 0 and 1 and invoking the 
appropriate boundary conditions, i.e., d82/dy = 0 a t y = 0, 1, yields 

GrPr-
d28Q | d282 

dx2 dy2 (13) 

d2F0 rcdF0 

dx2 dx 
0, 

which has the solution 

F0> — (eP e* - 1) + C0* 
Pe 

(14) 

(15) 

The two constants of integration Co and Co* must be determined from 
the end boundary conditions. 

Proceeding in an identical manner, the solution may be determined 
up to an arbitrary order. The aggregate expression for the temperature 
and the streamfunction correct to second order is given by: 

K_ 

Pe 
( e p « - 1) + K* + A2 K2 PrGr e2Pe* y" 

120 48 72j 

lv4 v2\ KPe 
KPe ep<« — - y3 + — ePe*(Pex -

12 2 210 
1) 

K^GrPr 

1440 
(e2 

• 1 ) + -
KS p r 2 Gr2 / ePe* _ 1 g3Pex _ tf 

241920 Pe 

and 

(V4 V 3 V 2 \ 
— - — + — -
24 12 24/ 

+ A2 

3Pe , 

+ 0(A4) (16) 

Pe 

PrGr 
(2y3 - 3y2) + 

KPe 3 

210 

tf3Pr2Gr2 , „ 

K2PePrGr QD 

9Pex „ e2Pex 
720 

4 

241920 

# 2 PePrGr 

yz_y_ + y_ 
.24 12 24. 

362880 
e2Pex(2-y9 - QyS + 12y7 - 20y3 + 15y2) 

K Pe2 

10080 ' 

K2 PeGr 

725760 

i f P e 2 

Pex(3;y8 _ i 2 y 7 + 42y6 _ 84y5 + 70y4 - 14y3 - 5y2) 

,2Pex(1 0 y9 _ 4 5 y 8 + 8 4 y 7 _ g4 ; y6 + 4 2 ; y 5 _ 1 0 y 3 + 3y2) 

3360Pr 
ePe*(5y8 - 20y7 + 28y6 - 14yB + y2) + 0(A4). (17) 

The parameters K and K* are shorthand for the sum of integration 
constants such that, 

K=C0 + A2C2 + .. 

K* = Co* + A2C2* + • 

(18) 

(19) 

There are various ways in which parameters K and K* could be de
termined from conditions at the two ends of the channel. One definite 
possibility would be to first specify the systems with which the channel 
communicates at x' = 0, L (Fig. 1), and then specify the temperature 
and flow conditions along the rigid boundaries of these new subsys
tems. This route would be required in cases in which the discharge 
flow into the neighboring reservoirs is of primary interest. An alter
native procedure is to specify the temperature at one point in each 
of the two mouths of the channel. This procedure is well-established, 
having been used effectively in connection with free convection 

. N o m e n c l a t u r e 
A = aspect ratio, H/L 
Co, Co* = constants of zeroth order solu

tion 
Fo = zeroth temperature distribution, equa

tion (15) 
g = gravitational acceleration 
Gr = Grashof number 
H = channel vertical dimension 
k = fluid thermal conductivity 
K, K* = parameters of asymptotic core so

lution, equations (18,19) 
L = channel length 
Nu = Nusselt number 

Pe = Peclet number 
Pr = Prandtl number 
AP = end-to-end pressure difference 
q = heat transfer rate in the horizontal di

rection, W/m 
Q = volumetric flow rate per unit width, 

m2/s 
Qi = flow scaling parameter, Q/A 
Ra = Rayleigh number, GrPr 
T = fluid temperature 
Ta, Tb = end temperatures 
AT = temperature difference, T;, - Ta 

x = horizontal position 
xf = horizontal position of wedge front, Fig. 

3 
y = vertical position 
a = thermal diffusivity 
ft = coefficient of thermal expansion 
8 = dimensionless temperature 
v = kinematic viscosity 
po = fluid density 
\p = streamfunction 
co = vorticity function 
( )' = dimensional variables 
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Fig. 1 Schematic of horizontal channel with net flow and different end 
temperatures 

phenomena in slender channels communicating with arbitrary, much 
larger, fluid reservoirs [5-7]. In the next section we use this technique 
for evaluating parameters K and K*; we shall refer to this procedure 
as "pinning" the channel flow to reservoir-imposed end-tempera
tures. 

At this point it is appropriate to comment on the choice of having 
expanded 6, \p and to in series of even powers of A, equations (6-8). 
A series expansion in all powers of A (odd and even) was also con
sidered by the authors. Proceeding along this path it was found that 
the 0(A) components d\, fa, a>i have exactly the same analytical form 
as the 0(A°) solution do, fa, wo- The only difference between the two 
solutions is the two-constant package, (C\, C\*) versus (Co, Co*). 
Likewise, the 0(A3) solution is analytically identical to the 0(A2) so
lution. Summing up these solutions, the terms can be grouped two at 
a time, 0(A°) + OfA1), 0(A2) + 0(A3), etc. The result of this "con
densation" is a series expansion in powers of A2, as proposed from the 
outset in equations (6-8). Therefore, in expressions such as (18,19), 
Co and Co* are actually shorthand notation for (Co + ACi) and (Co* 
+ ACi*), respectively. Earlier analyses of natural convection in very 
shallow channels [1, 4] also revealed the fact that the A -»• 0 asymp
totic solution can be condensed in series from containing only even 
powers of A. 

Discussion of Flow and Temperature Fields 
The basic features of the flow in the cavity are best illustrated by-

describing the zeroth and second order solution separately. 
The Zeroth Order Solution. We shall assume that the end region 

flow is such that at x = 0 the flow is described by equations (16) and 
(17) and that OQ = 0. Equally, it will be assumed that at x = 1 the flow 
is again given by the solutions (16) and (17) with do = 1. With this 
pinning of the core flow, 

K = 
Pe 

(ep° - 1) 
; K* = 0. (20a, 6) 

The temperature and flow fields are plotted in Figs. 2 and 3 for dif
ferent values of the Peclet number and the Rayleigh number Ra = 
PrGr. 

The longitudinal temperature gradient K, at x = 0, decreases as the 
flow rate parameter Pe increases. At the same time, the temperature 
gradient near x = 1 increases sharply. We see that for Peclet numbers 
of the order of 10 and higher most of the channel length is nearly 
isothermal. Consequently, for Pe > 10 the free convection effects will 
be felt in the close proximity of the discharge. If Pe is negative (i.e., 
the net flow proceeds from right to left on Fig. 1), the resulting tem
perature distributions are obtained by antisymmetric reflection about 
the Pe = 0 distribution. 

The streamfunction is shown in Fig. 3 as lines of constant 
PrGr^o/Pe. The figure was constructed with the intention of showing 
the competition between the forced convection effect (Pe) and free 
convection effect (Ra). Increasing the Rayleigh number while keeping 
the Peclet constant (Pe = 2), the flow pattern progresses from a nearly 
plane Poiseuille flow at KRa = 20 to a parallel counterflow ap
proaching the core flow discussed by Cormack, et al. [1]. As Ra in
creases, more and more warm fluid which enters from the right pen
etrates the channel. If the Rayleigh number is high enough, a portion 
of the fluid originating from the warm end will reach the cold end. 

The critical parameters deciding the relative importance of forced 
convection versus free convection are Pe and KRa. Parameter KRa 
is essentially a Rayleigh number based on the longitudinal tempera
ture gradient at x = 0. One way of assessing the relative importance 
of Pe and KRa is by examining the position of the wedge front, i.e., 

Fig. 2 Zeroth order longitudinal temperature distribution in the channel 

Fig. 3 Zeroth order streamfunction for Pe = 2 and increasing KRa. The 
numbers on the figure indicate the value of \̂ <)PrGr/Pe. 

Fig. 4 Two-dimensional field Pe-KRa showing domains I and II based on the 
zeroth order solution 

the furthest point reached by fluid entering from the warm end. As 
shown in Fig. 3, if Pe and Ra are both positive, the wedge front (a point 
of zero shear) occurs along the top wall 

d2i/dy2 = 0aty = 1. 

The position of the front follows from condition (21), 

1 , / Pe \ 

^ I = P ^ T W 

(21) 

(22) 
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Now, for the front to reside in the channel we must have 0 < x/,y=i ^ 
1. This condition is met by combinations (Pe, KRa) situated in the 
domain labeled I on Fig. 4. As an example, the second set of stream
lines shown on Fig. 3 (Pe = 2, KRa = 100) belongs to a case situated 
in domain I. We see also that domain I extends into the third quadrant 
of Fig. 4, for cases in which Pe and Ra are both negative. When Pe and 
Ra are of opposite sign the tip of the wedge lies on the bottom, its 
position being given by 

^ = 0 = Pe" l n -72 
Pe \ 

KRa' ' 
(23) 

The condition 0 < Xf,x=o - 1 is met throughout domain II shown on 
Fig. 4. The remaining four areas not covered by domains I and II are 
characterized by a flow pattern which approximates either a plane 
Poiseuille flow, as in the top drawing of Fig. 3, or a Cormack, et al. [1] 
counterflow in which the Pe effect is much smaller than the Rayleigh 
number effect. 

The zeroth order solution with K, K* given by (20a, 6) is complete, 
regardless of the type of subsystems bordering the slender horizontal 
channel. We showed that in the limit A —•• 0 the temperature field 
depends only on x, equation (15). This feature is to be expected in the 
limit A —• 0 when, say, L is fixed and H tends to zero. The flow is 
isothermal across the mouths of the channel because the channel is 
physically of zero height. In this limit, the mouth temperature from 
y = 0 to y = 1 equals the neighboring isothermal reservoir tempera
ture, regardless of the shape and size of the reservoir. In this context, 
it is important to distinguish between the limit A -*• 0 with (Ra, Pe, 
Pr) fixed, considered in the present paper, and the more common 
"weak free convection" limit Ra -» 0 with (A, Pe, Pr) fixed. In the 
latter, if Pe = 0, the zero order temperature field is determined by 
conduction, and the resulting temperature distribution across each 
mouth is non-isothermal. 

A * K -

Fig. 5 (a) Cold end 

tfti.y) - 0O,O) 

Fig. 5 (b) Warm end 

Fig. 5 Second order effects on the temperature distribution 

The Second Order Solution. We now turn our attention to the 
effect of a small but finite aspect ratio A on the A —• 0 solution dis
cussed above. The temperature effect is, as expected, a variation with 
vertical position which becomes more pronounced as the Rayleigh 
number based on axial temperature gradient KRa increases. Figs. 5(a, 
b) illustrate this effect for Pe = 2 and increasing KRa, at x = 0 and 
x = 1, respectively. The stratification is considerably more pro
nounced near the discharge end where, as illustrated in Figs. 2 and 
3, the free convection effect is felt more strongly as the modified 
Rayleigh number KRa increases. Figs. 5(a, b) were constructed based 
on the 0(A2) correction to the temperature field. Hence, the tem
perature variation shown in the figures scales up as A2. 

The effect of finite A on the streamfunction is somewhat more 
complex."1 Examining the aggregate formula (17) we find that the 
Prandtl number (Pr) appears now as an individual parameter in the 
solution. We used the Prandtl number to systematically display the 
second order effect on streamfunction. For example, Fig. 6(a) shows 
the variation in the limiting case Pr —• <». To construct Fig. 6(a), we 
kept the net flow constant, Pe = 2, and increased KRa. The ensuing 
secondary pattern changes considerably as KRa increases, from a 
counterclockwise motion at KRa = 0 to a predominantly clockwise 
movement as KRa goes well over 100. As KRa increases, the top 
counterclockwise pattern is gradually pushed out of the picture, to 
the left if both Pe and Ra are positive. 

The opposite limit, Pr -* 0, was considered in the sequence of 
streamline patterns displayed in Fig. 6(6). With Pe = 2, the pattern 
changes drastically as the Rayleigh number increases. The bottom 
drawing of Fig. 6(b) illustrates a secondary flow prevalent at high KRa 
where fluid enters the core region at midheight exiting almost sym
metrically along the top and bottom walls. This flow, like the others 
shown in Fig. 6(a, b), takes place near the discharge end of the 
channel. 

Heat Transport 
An interesting aspect of the flow discussed here is the heat transfer 

between the two ends of the channel. As shown by Cormack, et al. [1], 
in the absence of net flow the heat transfer rate is due to both con-

Fig. 6 (a) 

Fig. 6 (ft) 
Fig. 6 Second order streamfunction for Pe = 2 and increasing KRa: (a) Pr 
—» °°, b) Pr — 0. The numbers on the figure indicate the value of: (a) 2.56 X 
103^2, (ft) 3.21 X 10V2Pr. 
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duction and free convection, the free convection mode becoming the 
dominant mechanism as the group RaA exceeds roughly 500. In our 
case, the net flow Qi is directed against the naturally occurring flow 
of heat. For a given end-to-end AT and increasing Qi we expect the 
net heat transfer rate to decrease. 

We can estimate the net heat transfer rate per unit width qfW/m], 
positive from right to left on Fig. 1, by performing an energy flux 
analysis along any x = constant cross-section in the core region of the 
channel. Dividing q by the estimate based on pure conduction we 
define the Nusselt number for horizontal heat transfer 

Nu = 
qL r 50 

- R a >th Hk(Tb-Ta) Jo \dx 

Using the aggregate expressions (16,17), the integral (24) yields 

K 3 Ra 2 A 2 / „ Pe 

(24) 

Nu = K - VeK* + -
362880 

1 - 252 - ^ - 1 + 0(A4) (25) 
XRa 

As a useful check on the extensive algebra associated with evaluating 
integral (24), all x -dependent terms inherited from both 6 and f drop 
out; the longitudinal heat transfer rate (25) is independent of position 
as required by conservation of energy. If Pe = 0, the Nusselt number 
formula becomes identical to the result developed by Bejan and Tien 
[8] for heat transfer by free convection in horizontal enclosures. 
Compared with the Cormack, et al, [1] expression for Nu, expression 
(25) with Pe = 0 differs only slightly, the factor 1/362880 appearing 
in (25) being only 3.6 percent smaller than the 2.86 X 10~6 arrived at 
numerically by Cormack, et al. 

Examining the Nusselt number expression (25), we find that Nu 
decreases appreciably when Pe increases while Ra is kept constant. 
This effect manifests itself two ways, first via a decreasing K (see 
equation (20)) and, second, in the last term of expression (25). Fig. 
7 illustrates the dependence of Nu on the net flow Pe, for A = 10 - 2 

and increasing Ra. 
Finally, the Nusselt number result (25) may be used to determine 

the parametric domain in which the present asymptotic solution is 
applicable. From the condition that, in (25), the Q(A2) term must never 
exceed the 0(1) term we find an upper bound for the aspect ratio 
A, 

A < 602.4 (tfRa)-1 1 - 252 
Pe \-V2 

KRa, 
(26) 

In writing this result we used the zeroth order estimate for K*, 
equation (206). The K formula (20a) can now be coupled with ex
pression (26) to calculate the maximum A for which the present 
analysis is a realistic approximation. 

C o n c l u d i n g R e m a r k s 
We analyzed the effect of a net discharge on the natural counterflow 

set-up in a horizontal parallel-plate channel with the two ends 
maintained at different temperatures. The analysis was based on an 
asymptotic expansion in the aspect ratio A = H/L -+ 0. The flow field 
and heat transfer in the two dimensional channel was shown to depend 
on the aspect ratio A, the Rayleigh number Ra, the Peclet number 
characteristic of the net discharge Pe, and the Prandtl number Pr. 
The analytical expressions reported for streamfunction, temperature 
distribution and net horizontal heat transfer rate are valid strictly in 

Ra = 
1 0 4 ^ / 

2 x104 

^V\\ 

3 

1-

O 

Nu 

A=10'2 

' 

Fig. 7 The Nusselt number versus the Peclet number (or A = 10~2 and 
varying Ra 

the limit A —• 0, with Ra, Pe and Pr considered finite and fixed. An 
estimate of the domain of applicability of these results is contained 
in expression (26) with the axial temperature gradient parameter 
given by (20a). 
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Mixed Confection on inclined 
Surfaces 
An analysis is performed to study the effects of buoyancy force on the heat transfer char
acteristics of laminar forced convection flow over an inclined flat surface which is either 
maintained at a uniform temperature or subjected to a uniform heat flux. Numerical re
sults are presented for Prandtl numbers of 0.7 and 7 over a wide range of values of the 
buoyancy force parameters, with the angle of inclination ranging from 0 to 90 deg from 
the vertical. In general, it is found that for both surface heating conditions, the local fric
tion factor and the local Nusselt number increase with increasing buoyancy force for as
sisting flow and decrease with increasing buoyancy force for opposing flow. In addition, 
the effects of the buoyancy force on these two quantities are found to diminish as the angle 
of inclination increases. A comparison is also made of the results between the case of uni
form wall temperature and the case of uniform surface heat flux. 

I n t r o d u c t i o n 

Mixed forced and free convection in laminar boundary layer flow 
has been analyzed extensively for vertical and horizontal flat plates 
(see, for example, [1, 2] and the references cited therein). In general, 
it has been found that for both flow configurations, the rate of surface 
heat transfer increases when the buoyancy force assists the forced flow 
and decreases when it opposes the forced flow. The present study 
deals with mixed convection along an inclined flat plate, with the angle 
of inclination ranging from 0 to 90 deg from the vertical. The plate 
is maintained at a uniform temperature or subjected to a uniforce 
surface heat flux. Both buoyancy assisting and opposing flows are 
treated, with the forced flow being either above or below the inclined 
plate. 

A n a l y s i s 
Consider a laminar forced flow aligned parallel to a flat plate that 

is inclined with an acute angle 7 from the vertical. The forced flow 
is above the plate when 7 is measured in the clockwise direction and 
below the plate when it is measured in the opposite direction. On the 
basis of boundary layer assumptions, along with the use of Boussinesq 
approximation, the governing equations for the problem under con
sideration can be written as 

du dv 
— + — = 
dx dy 

0 

du du 1 dp „ „ , d2u 
u — + 0 — = ± gfi(T-T„) cos y + v—-

dx dy p dx dy2 

0 = - ^ ± ^ ( T -
p dy 
dT ' dT 

U h V = 
dx dy 

To,) sin 7 

d 2 T 

*dy 2 

(1) 

(2) 

(3) 

(4) 

The streamwise pressure gradient induced by the buoyancy force can 
be related to the temperature difference through equation (3) as 

= ± gp sin 7 — 1 
dx Jy 

. , , (T-T„)dy (5) 
p ox dx Jy 

where the plus and minus signs on the right-hand side of the equation 
pertains, respectively, to flows above and below the plate. The second 
term on the right-hand side of equation (2) represents the buoyancy 
force, and its plus and minus signs refer to upward and downward 
forced flows, respectively. The boundary conditions for equations 
(1-4) are 

:j> = 0, T=Tworqw = -kdT/dyaty = 0 

u ->- u„, T -» T„ as y -* °° (6) 

Contributed by the Heat Transfer Division and presented at the Winter 
Annual Meeting, San Francisco, California, December 10-15,1978. Manuscript 
received by the Heat Transfer August 31,1978. Paper No. 78-WA/HT-46. 

Equation (2), along with equation (5), reduces to that for a vertical 
plate without the buoyancy induced streamwise pressure gradient 
term when 7 = 0 deg and to that for a horizontal plate without the 
buoyancy force term when 7 = 90 deg. For the case of an inclined 
plate, both the streamwise pressure gradient term and the buoyancy 
force term exist, but they have different magnitudes depending on 
the angle of inclination of the plate. An order of magnitude analysis 
on equation (3) yields p/p8 ~ gft(T — T„) sin 7 from which the 
streamwise pressure gradient term (dp/dx)/p becomes of the order 
oiplpx ~ (5/x)g/3(T - T„) sin 7. The buoyancy induced streamwise 
pressure gradient term can then be neglected in comparison with the 
buoyancy force term in equation (2) when the condition (dp/dx)/p 
« gfi(T - T„) cos 7 or equivalents the condition (6/x)g/3(T - T„) 
sin 7 « g/3(T - T«,) cos 7 prevails. That is 

- tan 7 « 1 
x 

(V) 

Since i?j = 5(u„/vx)1/2 and 5/x = 77j/Rex
1/2 the above condition leads 

to 

t a n 7 « R e x
1 / 2 / ? / 4 (8) 

For the mixed convection boundary layer flow considered here, the 
Reynolds number Rex may range from 103 to 105 and the dimen-
sionless boundary layer thickness ijj is about 10. The values of 
Rex

 1/2/r)6 will then lie between 3 and 30. Thus, equation (8) will be 
valid for tan 7 ~ 1 or 7 < 45 deg when Re* ~ 103. As Rex increases, 
the approximation becomes even more valid for larger angles. At Re* 
= 10B, for example, the 7 values may run as high as 80 deg. 

Within the framework of the condition given by equation (8), the 
x -momentum equation (2) can be simplified to 

du du 
u V v — : 

dx dy 
± gj8(T - T„) cos 7 + v 

d2u 

dy 2 (9) 

Thus, the governing equations for the problem under study are de
scribed by equations (1-6) or can be approximated by equations (1, 
9, 4), and (6). The next step in the analysis is to transform these 
equations into a dimensionless form. This is most conveniently carried 
out separately for the cases of uniform wall temperature and uniform 
surface heat flux. 

Uniform Wall Temperature Case. Let the dimensionless 
coordinates be 

£ = £(*), 7/ = y(u„/vx) 1/2 (10) 

and introduce the dimensionless stream function f(£,»;) and the di
mensionless temperature 0(£, rf), respectively, as 

m,v) = f(x,y)/(vu„x)Vz, fl(€, ij) = (T - T- ) / (T„ - T . ) (11) 

where the dimensional stream function \p(x, y) satisfies the continuity 
equation (1) with 

: di/Vdy, v = -d\j//dx (12) 
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Introducing equations (10-12) into equations (9, 4), and (6), one 
arrives at the following system of equations 

N u x = -

f'"+lff"^d^(f,vrf"i, 
Pr 2 ' q \ 6£ a{, 

(13) 

(14) 

/'(£, 0) = f(l 0) = 0, 0(£, 0) = 1; i'(l <») = 1, 0(£, ») = 0 (15) 

where the primes stand for partial differentiation with respect to ri 
and the buoyancy force parameter £(x) has the expression 

with 

£ = |Grx | cos7 /Re , 

Grx = gfi(Tw - Tm)x3/i>2, Rex = u„x/v 

(16) 

(17) 

denoting the local Grashof number and the local Reynolds number, 
respectively. On the other hand, when the transformation is per
formed on equations (2-6), one arrives at 

/' 
1 l / . /*- r™ a0 \ 

1 +-ff" ±-Qsmy U6+ j dd-q + fi j —d-q ± £ 6 

2 \ i)Q i)QI 

Pr 2 2 \ dfi dfi; 

f'(Q, 0) = f(Q, 0) = 0(Q, ») = 0, /'(fi, oo) = 0(fi, 0) = 1 

where 

fl = |Grx | /Rex
B / 2 = £/(cos 7 Re*1'2) 

(18) 

(19) 

(20) 

(21) 

Equation (18) reduces to that for a horizontal boundary layer flow [2] 
when 7 = 90 deg (i.e., sin y = 1 and £ = 0). When the buoyancy in
duced pressure gradient terms involving sin y are neglected, it reduces 
to equation (13) since fld/dO = 2 £d/d£. 

It is noted that the parameter S;(x) or Q(x) measures the magnitude 
of the buoyancy force effect, and the plus and minus signs that appear 
on the left-hand side of equation (13) and (18) pertain to assisting and 
opposing flows respectively.1 As cos y appears in the Grashof number, 
the solution of equations (13-15) can be carried out, for a prescribed 
value of £, independently of 7. 

The physical quantities of interest include the velocity distribution 
u/u» = /'(£, TJ), the temperature distribution (T - T„)/{TW — T„) 
= 0(|, V), the local Nusselt number Nu*, and the local friction factor 
Cf. The last two quantities are defined by 

1 It is noted here that the plus and minus signs associated with the term xli H 
sin 7 (?;0 + ...) in equation (18) pertain, respectively, to T„, > T„ and Tw < T„ 
for flow above the plate and to Tw < T„ and Tw > T„ for flow below the plate. 
Likewise, the plus sign in front of the £6 term in both equations (13) and (18) 
refers to upward forced flow with Tw > T„ and downward forced flow with Tw 
< T„, whereas the minus sign refers to downward forced flow with Tw > Tx 
and upward forced flow with Tw < T„, for both flows above and below the plate. 
However, for flow below the plate, the temperature difference in the Grashof 
number Grx that is contained in the fi and £ expressions needs to be replaced 
wither . - T W ) . 

•T„k 
* r • r, w - (22) 

puJ-11 

From the definition of the wall shear stress TW = ii(Z>u/Z>y)y=0 and 
Fourier's law qw = -k(dT/dy)y=0, along with the use of equations (10) 
and (11), it can be shown that 

N ^ R e * - 1 / 2 = -0'(£, 0), C/Re^/2 = 2/"(£, 0) (23) 

Uniform Surface Heat Flux Case. For this case, let 

X = X(x), rj = y(u«,/vx)V2 (24) 

F(x,ri) = Mx,y)/(vu„x)W, * = (T - T„)RexVV(qu)x/k) (25) 

Substitution of equations (24, 25), and (12) into equations (9, 4), and 
(6) yields the system of equations 

1 3 / i)F' dF\ 
F'" + -FF" ± x * = - X \F' F" — 

2 A 2 A l dX dX j 

— $» + -F$'--F'$'-
Pr 2 2 

3 L d* ^ Z>F\ 
••-X\F' * ' — 

2 ax axi 
^(X. 0) = F'(x, 0) = * ( X > ">) = 0, 

F'(X,<») = 1, $ ' (x ,0) 

where the buoyancy force parameter x is given by 

X = |Gr I * |cos7 /Rex 6 / 2 

with the modified Grashof number Or* * defined as 

GTX* = gPqwx*/kv* 

(26) 

(27) 

-1 (28) 

(29) 

(30) 

The velocity distribution is given by F'(x, v) = u/u„ and the tem
perature distribution by $(x, ?j)/*(x, 0) = (T - T„)/(TW - T„). The 
local Nusselt number and the local friction factor now have the ex
pressions 

Nu x Re x - ! / 2 = 1/*(X, 0), C/Re,1/2 = 2 F"(X< 0) (31) 

R e s u l t s and D i s c u s s i o n 
Equations (13-15) were solved by the local nonsimilarity method 

(see, for example, [2-3]) and also by an efficient and accurate finite-
difference method similar to that described in [4], whereas equations 
(26-28) were solved by the finite-difference method only. Local 
similarity solutions were also carried out for equations (13-15) and 
equations (18-20). Each of the systems of equations for the local 
nonsimilarity model and local similarity model was solved by the 
Runge-Kutta integration scheme in conjunction with Newton-
Raphson method to satisfy the conditions at the edge of the boundary 
layers. Numerical results were obtained for Prandtl numbers of 0.7 
and 7, which are typical for air and water. In the computations, the 
buoyancy force parameters Or* cos 7/Rex

2 and Grx * cos 7/Rex
5 / 2 for 

the uniform wall temperature (UWT) and uniform surface heat flux 
(UHF) ranged from —0.25 to 5.0 for both, with the positive values in 
the parameters refering to buoyancy force assisting flow and the 
negative values to buoyancy force opposing flow. 

To illustrate the validity of the numerical results that have been 
obtained under the condition tan 7 « Re*1/2/^, the Nusselt number 
results for the UWT case from solutions of the local similarity model 

^Nomenc la ture* 

- / • 
local friction factor 

/, F = reduced stream functions 
g = gravitational acceleration 
Grx, Grx* = Grashof numbers, 

BP(TW - r „ ) x ^ 2 , */kv2 

k = thermal conductivity 
Nux = local Nusselt number, 

qwxl(Tw - T„)k 
p = static pressure difference 
Pr = Prandtl number 
qw = local surface heat transfer rate per unit 

area 
Rex = Reynolds number, u„x/v 
T = fluid temperature 
Tw, T„ = wall and free stream tempera

tures 
u, v = velocity components in x and y direc

tions 
u . = free stream velocity 
x, y = axial and normal coordinates 
a = thermal diffusivity 
18 = volumetric coefficient of thermal ex

pansion 
7 = angle of inclination from vertical 

5 = boundary layer thickness 
rj = pseudo-similarity variable 
7/5 = dimensionless boundary layer thick

ness 
8, <£ = dimensionless temperatures 
H,v = dynamic and kinematic viscosity 
£, x = buoyancy force parameters, 

|Grx | .cos7/Rex2 , |Grx*| cos7/Rex5 / 2 

\p = stream function 
U = buoyancy force parameter, 

|Grx | /Rex5/2 
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Fig. 1 A comparison of the local Nusselt numbers for uniform wall temper
ature with and without the approximation tan 7 « Rex

1/2/i/s, Pr = 0.7 

of equations (13-15) are compared with those from solution of the 
local similarity model of equations (18-20). This is shown for Pr = 0.7 
in Fig. 1 for two values of Grx /Rex

2 = 2 and 5, each with Rex = 102, 
103, and 104, respectively. As can be seen from the figure, the two sets 
of curves for each Grx/Rex

2 value are in good agreement for the entire 
range of angles 7 from 0 to 90 deg, particularly for 7 < 75 deg and Re* 
> 103. Thus, the condition tan 7 « Rex

1/2/?;s is valid for 0 deg < 7 < 
90 deg for all practical purposes when Re* is not small. With Rex = 
104 and ?)5 = 10, one has Rex

 I/2/?j{ = 10 and the condition corresponds 
to the requirement that tan 7 « 10. For larger values of Rex, Rex

1/2/?/5 
> 10 and the approximation will be even better for larger angles 7. 
With the validity of the condition tan 7 « Rex

 1/2/rii thus established, 
the results of engineering interest will be presented next. 

Fig. 2 shows the local Nusselt numbers as a function of the 
buoyancy force parameter Grx cos 7/Re x

2 for the UWT case. The 
results from the local nonsimilarity solution are seen to be in close 
agreement with those from the finite difference solution. Indeed, the 
difference between the two sets of results for Pr = 0.7 is less than 0.6 
percent so that they cannot be distinguished by curves in the figure. 
The local similarity model, on the other hand, is seen to provide results 
that are of relatively low accuracy. A similar trend is observed in the 
accuracy of the local friction factor results among the three models 
(Fig. 3) with the results for Pr = 7 between the local nonsimilarity and 
finite-difference solutions being within 0.3 percent and undistin-
guishable in the figure. The local Nusselt numbers and the local 
friction factors as a function of the buoyancy force parameter Grx * 
cos 7/Rex

6 / 2 for the case of UHF are shown in Figs. 4 and 5, respec
tively. The results are from the finite-difference solution. 

An inspection of Figs. 2-5 reveals that both the local Nusselt 
number and the local friction factor for both UWT and UHF cases 
increase with increasing buoyancy force for assisting flow and decrease 
with increasing buoyancy force for the opposing flow. It is also seen 
that for a given value of Grx cos y/Rex

 2 for UWT or Grx * cos y/Rex
 5 '2 

for UHF, the local Nusselt numbers for Pr = 7 is larger than that for 
Pr = 0.7. This is because as the Prandtl number increases, the thermal 
boundary layer thickness decreases and the surface temperature 
gradient increases (see Fig. 9) which results in a higher rate of heat 
transfer from the surface. On the other hand, the buoyancy force is 
seen to have a larger influence on the friction factor for Pr = 0.7 than 
for Pr = 7. This outcome is due to the lower density of air which ex
hibits a greater sensitivity to the buoyancy force effect, thereby 
causing a larger change in the velocity gradients at the wall (see Fig. 
8) and, hence, the wall shear results. 

From the definitions of the buoyancy force parameters £ for UWT 
and x for UHF, it can be seen that inclined Plate/?vertical plate = 
Xinciined piate/xvertical plate = cos 7. That is, as the plate is inclined from 
the vertical, the buoyancy force effect decreases as cos 7. Accordingly, 
to induce the same effects on the heat transfer and wall shear results 
at an angle 7 > 0 deg as at 7 = 0 deg (i.e., a vertical plate), the 
buoyancy force intensity Grx/flex

2 for UWT or Grx*/Rex
5 / 2 for UHF 

must be increased by a factor of 1/cos 7. This trend is true for both 
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1.0 

as 

06 
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Fig. 2 Local Nusselt number results for uniform wail temperature, Pr = 0.7 
and 7 
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Fig. 3 Local friction factor results for uniform wall temperature, Pr = 0.7 and 
7 
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Fig. 4 Local Nusselt number results for uniform surface heat flux, Pr = 0.7 
and 7 
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Fig. 5 Local friction factor results for uniform surface heat flux, Pr = 0.7 and 
7 

424 / VOL. 101, AUGUST 1979 Transactions of the ASME 

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



assisting and opposing flows. The effects of the buoyancy force in
tensity on the local Nusselt number at several angles of inclination 
are ilh'istrated in Figs. 6 and 7 for the UWT and UHF cases, respec
tively. As can be seen from these figures,the buoyancy force effect 
diminishes as l' increases. 

Representative velocity and temperature profiles for several values 
of Grx/Rex2 at two typical angular positions l' = 0 and 60 deg are 
shown in Figs. 8 and 9 for the UWT case. It is seen from Fig. 8 that for 
assisting flow (Grx/Rex2 > 0), the velocity gradient at the wall in
creases as the buoyancy force increases. This is accompanied by an 
increase in the velocity near the wall and for Pr = 0.7 an overshooting 
of the velocity beyond its free stream value. For the opposing flow 
(Gr,:/Rex2 < 0), the buoyancy force reduces the velocities and the 
velocity gradients at the wall as compared to those for pure forced 
convection (Grx/Rex2 = 0), arid S-shaped profiles typical of retarded 
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1.0 

~ ,. 
~ 0.8 0: . 
~ 
z 

Grx/Re~ 
Flg.6 The effect of angle of Inclination on the local Nusselt number for uni· 
form wall temperature, Pr = 0.7 and 7 
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Fig. 7 The effect of angle of inclination on the local Nusselt number for uni· 
form surface heat flux, Pr = 0.7 and 7 
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Fig. 8 Representative velocity profiles at various angles of Inclination for 
uniform wall temperature, Pr = 0.7 and 7 
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boundary layer are in evidence. The effect of buoyancy force on the 
velocity field, however, diminishes for both assisting and opposing 
flows as l' increases. With regard to the temperature profiles (Fig. 9), 
the temperature gradient at the wall is seen to increase as the 
buoyancy force increases, with an accompanying decrease in the 
thermal boundary layer thickness, for the case of assisting flow. This 
trend is seen to reverse for the case of opposing flow. It is noted that 
the temperature gradient at the wall for Pr = 7 is steeper than that 
for Pr = 0.7, as is expected. In addition, just as in the velocity field, 
the effect of buoyancy force on the temperllture field decreases as l' 
increases. The velocity and temperature profiles for the UHF case are 
similar to those of the UWT case and, to conserve space, they are 
therefore omitted. 

A direct comparison of the local Nusselt number results between 
the UHF and UWT cases is of practical interest. To facilitate such 
a comparison, it is necessary to define an equivalent buoyancy force 
parameter for the UHF case in terms of the local wall temperature 
T w (x) such that 

(32) 

where 

from the <I> expression in equation (25). Substituting equation (33) 
into equation (32) and making use of equation (29), one obtains 

~e = X <I>(X, 0) (34) 

For ~ = X <I>(X, 0), one can write from the Nux expressions in equations 
(23) and (31) that 

(NUx)UHF/(Nux)UWT = -l/[<I>(X, 0) 8' (~, 0)] (35) 

The (Nux )UHF/(Nux)UWT ratio versus ~e = X <I> (X, 0) is plotted in 
Fig. 10. It can be seen from the figure that, for an equivalent buoyancy 
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for uniform wall temperature, Pr = 0.7 and 7 

.. 
!O 
:> 
x 
~ 

:z 
.... 

Ie 
:J: 
:> 

" :0 

3 

1.7 

1.6 

1.5 

1.4 

1.3 

1.2 

1.1 

1.0 
-I 0 

Pr 

0.7 

---=-===-~ 

4 5 

Fig. 10 A comparison of the local Nusselt numbers between uniform surface 
heat flux and uniform wall temperature, Pr = 0.7 and 7 

AUGUST 1979, VOL. 101 / 425 

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

file:///gP/TM


force parameter as defined by equation (34), heating by uniform R e f e r e n c e s 

surface heat flux provides local Nusselt numbers that are larger than i Oosthuizen, P. H. and Hart, R., " A Numerical Study of Laminar Com-
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1 Introduction 

Combined convection in spherical geometries has been the subject 
of increased study in recent years because of its geophysical and as-
trophysical applications. Previous work can be divided into two broad 
classifications: those concerned with the convection in concentric 
spherical annuli, and those investigating the limiting case of a single 
rotating sphere immersed in an infinite expanse of fluid. Within each 
classification research has included both analytical and experimental 
studies. 

As might be expected, early research emphasized convection due 
to a single sphere rotating in a very large volume of fluid. In 1960, 
Singh [1] reported results for the forced convection boundary layer 
problem in such a geometry. His solution was based on a truncated 
sine series. Later, Bentwich [2] used a perturbation solution technique 
to study the entire flow field surrounding a rotating sphere subjected 
to a uniform heat flux. Experimental results for this single sphere case 
are summarized in Nordlie and Kreith [3] and Kreith, et al. [4]. These 
works include cases ranging from natural to forced convection. In [4] 
analytical results are also given using a technique quite similar to that 
used in [1], 

Research into the heat transfer aspects of the more general con
centric sphere geometry appears to have been initiated by Erdogan 
[5, 6], In these papers results are presented for a variety of boundary 
conditions with the effect of viscous dissipation included. However, 
secondary flows were excluded since Stokes flow was assumed. The 
time dependent convection problem was investigated by Smith and 
Charles [7] for a flow similar to that of Erdogan. They also assumed 
that secondary flows were not present, and viscous dissipation was 
neglected. The annular fluid was allowed to generate heat in an ar
bitrary fashion while the outer sphere's temperature was taken as an 
unspecified function of time. The angular velocities of the spheres 
were specified. Their results include closed form solutions for the 
velocities and temperature of the fluid in terms of double infinite 
series of Legendre and Bessel functions. 

Avudainayagam [8] studied the heat flux due to a slowly rotating 
inner sphere and a fixed outer sphere. He allowed the temperature 
of the outer sphere to depend on both longitude and latitude with the 
inner sphere held at a fixed temperature. Using the Stokes flow hy
pothesis, the problem was solved using a technique developed by 
Saffman [9], 

Riley [10] and Riley and Mack [11] were the first to include sec
ondary flow convection effects in the energy equation. They further 
assumed the fluid to be slightly compressible (Boussinesq) so that 
natural and combined convection could be considered. The body force 
field was taken parallel to the rotation axis. Solutions were obtained 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OP HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
November 29,1979. 

Small Reynolds Number Convection 
in Rotating Spherical Annuli 
A fourth order regular perturbation expansion in powers of the Reynolds number is used 
to investigate the steady convection of a stratified Boussinesq fluid in rotating spherical 
annuli. The results include the primary and secondary flow patterns, temperature distri
butions, total heat flux, and torque characteristics emphasizing their dependence on a 
wide range of radius and angular velocity ratios. Maximum usable Reynolds numbers 
were found and usually were larger than 10. The optimum configuration for convective 
heat transfer is a radius ratio of 0.35 and an angular velocity ratio of+1/3. This same con
figuration gives the largest torque as well. 

using a perturbation expansion in powers of the Reynolds number 
through second order. Their principal finding was that the secondary 
flow is significant and that its nature is strongly dependent on the 
degree of natural convection. 

The linearized problem of convection in a narrow annulus in almost 
rigid rotation was investigated by Pedlosky [12]. The bounding sur
faces were subject to given uniform heat fluxes. The fluid was strati
fied with a uniform radial gravity field. Detailed results include ve
locity and temperature distributions in the Ekman layers, the geos-
trophic interior of the northern latitudes, and in the equatorial 
boundary layer. Experimental results for the concentric annulus 
configuration have been reported by Askin [13] and Maples, et al. [14]. 
They present data for the Nusselt number dependence on the 
Reynolds number. Buoyancy effects were included in the experiments, 
leading to results for several types of combined convection. 

In this paper, we consider the analytical solution of subcritical, 
small Reynolds number combined convection in rotating spherical 
annuli. The fluid is heated from the inner sphere and is in a uniform 
radial gravity field. Results include the primary and secondary flow 
patterns, temperature distributions, total heat flux, and torque 
characteristics for a wide range of radius and angular velocity ratios. 
The perturbation solutions are found to be complicated functions of 
buoyancy and rotational effects as well as of the geometry. 

2. The Governing Equations and Method of Solution. 
The geometry for the spherical annulus flow is shown in Fig. 1. A 

viscous Boussinesq fluid [15] fills the gap between the inner and outer 
spheres which are of radii R\ and i?2> have uniform temperatures T\ 
and T2, and rotate about a common axis with constant angular ve-

Fig. 1 The flow geometry and notation 
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locities coi and 0)2, respectively. Viscous dissipation is neglected and 
all fluid properties are assumed constant. Secondary flows in the 
meridian plane drive the convection. These secondary flows are due 
in part to the differential rotation of the spheres and to the fluid's 
variable density interacting with the uniform gravity field, g_ = —gogj-, 
shown in Fig. 1. This results in the completely coupled system of 
governing equations shown below. Since the flow is assumed to be 
independent of the longitude, <j>, the dimensionless Navier-Stokes 
equations and energy equation are written in terms of a stream 
function in the meridian plane, 1̂ , an angular momentum function, 
fi, and a temperature function, f. In spherical coordinates (r, 8, <t>) 
fixed in space, these equations are as follows (Douglass [16]): 

1
 fl,s_- 1 3 (0 .* ) 

Re r2 sin 8 d(r, 8) ' 

1 - „ , Gr . a f 1 
— DH = sin 8 — + 
Re Re2 i>d r2 sin 

Q a ( - r , i n _ g , 0 ) + f l v 

r sin 8 

d(—r sin 8, \p) 

d(r, 6) 

and 

where 

d(r, 8) 

Pr d(f, f ) 

d(D V , M 

d(r, 0) 

— V2f 
Re r2 sin 8 d(r, 

(1) 

(2) 

(3) 

2 (d 2 /d0 2 -co t0d /d0) , D2 = d2/dr2 + r 

and V2 is the Laplacian operator in spherical coordinates. Jacobian 
notation for the derivatives has been used. Thus, for example, 

d(A, B) _ dA dfl dA dB 

d6 dr d8 dr d(r, 0) 

The flow is assumed to be symmetric with respect to the equator 
so that the range of independent variables is R\ < f < R2 and 0 < 6 
< TT/2. Representative results are then presented for the upper right 
quadrant of the annulus of Fig. 1. 

The actual physical variables are obtained from 

i5r = R2a>0 

Uo — — R2o>o 

d\p/d6 

r2 sin 8 

di^/dr 
(4) 

u 0 = R2w0~ 

r sin ( 

T=(T2-T1){+T1. 

The angular velocity of the primary flow about the axis of rotation 
is given by o> = o>o[fi/(r2 sin2 6)]-, or in dimensionless form by o) = Q/(r2 

Various dimensionless groups arise from the nondimensionalization 
of the governing equations. The nondimensionalization employs ft2, 
a>o-1, and (T2 — T{) as the characteristic length, time and temperature 
scales. Among the dimensionless groups are the radius ratio i\ = Ri/R2, 
the angular velocity ratio jl = 0)2/011, the Reynolds number, the 
Prandtl number, and the Grashof number. The Reynolds number is 
defined as Re = <xxsR2

2lv. The Prandtl number appearing in the energy 
equation (3) is Pr = IXCIK. 

The remaining dimensionless parameter is the Grashof number Gr 
= go(S(.T2 — T{)R2

3/v2 which appears in equation (2) in the combi
nation Gr/Re2. If the inner sphere is warmer than the outer sphere, 
Ti > T2 and Gr is negative. This situation may be thermally unstable, 
and in the absence of rotation is analogous to the Benard problem. 
When the spheres are rotating at different rates, heating either sphere 
modifies the basic shear driven secondary flow. The extent of this 
modification is a complex function of all the parameters of the 
problem. 

It proves convenient in combined convection calculations to con
sider values of the ratio Gr/Re2. The forced convection problem is 
given by Gr/Re2 = 0, thereby uncoupling equations (2) and (3). Here 
we consider the values Gr/Re2 < 0, corresponding to the unstably 
stratified combined convection problem. In some cases, the Grashof 
number may become quite large and perhaps lead to supercritical 
values of the Rayleigh number (Ra = GrPr). However, stability is not 
the concern of this work. The authors are not acquainted with any 
existing research into the thermal stability of a fluid in a differentially 
rotating spherical annulus. The stability of the results presented here 
is, then, still open for further research. 

The boundary conditions which complete the formulation of the 
problem are as follows: 

w = — = 0 on r '• 
dr 

1,1, 

f = 0 on r = r], f = 1 on r = 1, 

and either 

fl = rp- sin2 8 on r = y\ and U = jl sin2 8 on r = 1 

if 0)1 is the characteristic angular velocity (o>0 = 0)1), or 

(5) 

Q = — sin2 8 on r = n and Q = sin2 6 on r = 1 

if 0)2 is the characteristic angular velocity. In general, coo is taken to 
be 0)2 unless 0)2 = 0. Then 0)0 is o>i. 

There are three dependent variables in the system of coupled 
governing equations (1, 2,) and (3); \p(r, 8), Q(r, 8), and f(r, 8). The 
solution of the system for small Reynolds numbers is found by "per
turbing" these variables about their creeping flow (very small Re, 
negligible inertia) solutions. This is accomplished by assuming solu
tions of the form 

» N o m e n c l a t u r e -

c = specific heat 
er = radial unit vector 
/„„ = component function for Qn 

go = gravitational acceleration constant 
gmn = component function for \j/n 

Gr = Grashof number = goP(T2 - Ti)fl2
3/ 

v2 

hmn = component function for f„ 
M = torque required to rotate the spheres 
Pm (6) = Legendre polynomial of the first 

kind of degree m 
Pr = Prandtl number = [IC/K 
Q = total heat transfer rate 
r = radial coordinate 
Ri, R2 = inner and outer radius of the 

spheres 

Ra = Rayleigh number = GrPr 
Re = Reynolds number = O>QR2

2/V 
Remax = largest permissible value of Re 
T(r, 8) = fluid temperature 
T\, T2 = inner and outer surface tempera

tures 
v = velocity component 
(S = coefficient of volume expansion of the 

fluid 
( = relative size of each pair of consecutive 

terms in the expansions 
f(r, 8) = dimensionless temperature func

tion 
r) = radius ratio = RJR2 

8 = latitudinal coordinate 
K = thermal conductivity 
/x = viscosity of the fluid 

: o)2/o>i jl = angular velocity ratio : 

v = kinematic viscosity 
TY = 3.1415 . . . 
<p = longitudinal coordinate 
ip(r, 8) = stream function 
co(r, 8) = angular velocity of the fluid 
0)0 = reference angular velocity 
o>i, 0)2 = angular velocity of the inner and 

outer spheres 
Q(r, 8) = angular momentum function 

Subscripts 

c = conduction 
r,8,(j> = vector components 

Superscript 

( ) = physical variable 
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and 

Mr, 6)= E Re"iMr, 0), 

Q(r, 0) = £ Re"fl„(r, 0), 
re=0 

f(r,0) = E Re"f„(r ,0) , 

(6) 

implying that each additional term is a small correction to the pre
vious ones. In addition, it is necessary to restrict both Pr and Gr/Re2 

to unit order in this solution. 
This technique has been used by several other investigators in

cluding Riley [10] for a problem related to the one presented here, and 
Munson [17,18] for isothermal spherical annulus flows. Ovseenko [19] 
has proven that for sufficiently small Re, the isothermal flow problem 
can be presented by the expansion for \p and fi as given in equation 
(6). He was also able to show that such an expansion provides a unique 
solution. Since the equations for angular momentum and temperature 
are analogous, f is also expanded in a power series in Re. At the 
present time no proof of uniqueness or convergence of this expansion 
is available. 

Substituting equation (6) into (1-3) and equating like powers of 
the Reynolds number results in 

D2Qn--
r 2s in0m=o,2, . . 

- P r 

d(in- 1, ^ m ) 

n - 1 
E 

r'smo m=o,2,. 

d(r, 8) 

dO/'r.-m-l.fm) 

d(r, 0) 

and 

D*fn = -
fGr 

IRe2 

2 

sin 0(f„-i),j • 
1 n-2 

E 

(7) 

r z s i n W m = i , 3 ( d(r, 0) 

n—m — i) r - sin fl(f „_„,_!)») 

+ E 
1=0,2, . 

Qi(cos 0r(fi„_,_1)r - sin 0(fl„-i-i)») 

with r and 0 subscripts referring to partial differentiation. 
In equation (7) the summation index, n, is even for Q.n and f„, and 

odd for \l/n. This is due to the symmetries of the flow field as demon
strated in [16, 17]. The boundary conditions for each order become 

tn(v, 0) = f „ ( l , 

fi„ (TJ, 0) = sin2 8r,2Sn0, fi„(l, 0) = s i n 2 0^ n O 

^ ( , , 0 ) = ^ . ( 1 , 0 ) = O, 
dr dr 

if coo = coi 

(8) 

nn(v,6) = sin26(r,yji)5n0,Qn(l, if o)0 = " 2 , 

and 

Uv,0) = O,?n(l,8) = 5nO, 

where &ij = 
O.i^j 

is the Kronecker delta function. 
1, i = J 

It is necessary to solve system (7), subject to boundary conditions 
(8), order by order beginning with the n= 0 case. The closed spherical 
geometry and the form of the operators D2 and V2 suggest the use of 
separation of variables as a solution method. The dependent variables 
are appropriately written as 

and 

tn(r, 

Qn(r 

8) 

8) 

L(r, 

m 

m 

8) = 

E 
= 1,3, . . 

n 

E 
= 0,2, . . 

n 

E 
m=0,2, 

Smn\r) 

fmnir) 

"*mn 

sin2 

sin2 

(r)P 

6Pm 

0Pm 

m(6) 

(0) 

(0) 

(9) 

where Pm (0) is the Legendre polynomial of the first kind of order m. 
Note that this form is identical to that suggested by Bentwich [2]. The 
0 dependence of)/', 0, and f separates from the r dependence for this 
perturbation solution and allows the governing equations to be written 
as a system of linear, inhomogeneous ordinary differential equations 
for the component functions fmn (r), gmn (r), and hmn (r). Only N terms 
in the expansions are included, introducing the approximation to the 
exact solutions. N is equal to 4 for the results presented here, giving 
solutions through Re4. 

The equations for the various component functions can be solved 
successively with the solutions written in the following general 
form: 

$mn{r) = Ectmn
i'ri(\nr)'. 

'J 
(10) 

Here, a represents an array of constant coefficients for the appropriate 
/, g, or h function. These coefficients are given in terms of the various 
parameters involved: rj, ji, Pr, and Gr/Re2. 

Due to the uncoupling of the momentum and energy equations in 
forced convection flows, the fmn and gmn functions are the same for 
this forced convection problem as they are for the isothermal flow [17]. 
A detailed account of the solution method and a listing of the nu
merous a coefficients (through terms of order Re4) can be found in 
Douglass [16]. It is noted that a solution consisting of foo,.gn, and hm 

represents a very small Reynolds number primary flow with its rela
tively small secondary flow and a conduction temperature profile, 
respectively. 

3 D i s c u s s i o n of R e s u l t s 
There are five dimensionless parameters governing the flow and 

heat transfer in the rotating annulus. Two of these (?/, jj.) are deter
mined by the geometry and boundary conditions, two (Re, Gr/Re2) 
are measures of dynamical effects, and the last (Pr) depends on the 
fluid properties. The results presented here have a Prandtl number 
of unity and Gr/Re2 = —1. These parameter values model the com
bined convection of a fluid such as air or saturated Freon filling a 
rotating spherical annulus. 

The authors have reported results elsewhere which emphasize 
strong buoyancy and Reynolds number effects [16, 20], and stable 
stratification [21]. Other results for Reynolds numbers as large as 200 
may be found in [22, 23]. The present study complements these earlier 
numerical simulations in that it includes an extensive examination 
of the analytical dependence of the flow and heat transfer on the ge
ometry and boundary conditions. 

The Validity Criterion. In order to find the largest Reynolds 
number for which a particular perturbation solution is valid, we em
ployed a criterion similar to that used by Custer and Shaughnessy [24]. 
Since the solutions to the governing equations are found in terms of 
an expansion in powers of the Reynolds number, the relative size of 
each term is used as a gauge to determine the maximum Reynolds 
number for which the expansion remains valid. The expansion is 
presumed valid for values of Re such that the absolute value of each 
term in the expansion is less than 10 percent of the preceding term. 
This is a more stringent criteria than that used by Riley [10] in his 
two-term solution for gravity parallel to the rotation axis. The limiting 
Reynolds number was defined to be that which causes the second term 
in the series to be V3 (in some cases XU) as great as the first. 

The permissible values of Re were obtained by searching the so
lution at each order for its maximum absolute value and then forming 
ratios of the maxima. For example, we have 

Mr, 8) =* Re M + Re3^3-

The gauge of relative size, e, is then defined as 

e = | R e 3 ' / / 3 | m i " ' = C(V, M; Pr, Gr)Re2 (11) 
| R e f i | m a x 

Values of C are calculated for several radius and angular velocity ra
tios, with Pr and Gr/Re2 fixed, for each of f, \j/, and A. Once these are 
known, the largest of the C values are used to find the upper limit on 
Reynolds number such that 
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Remax(i),ji) = (0.1/Cmax)i/2. (12) 

These values are shown in Pigs. 2 and 3. As expected, these Reynolds 
numbers depend strongly on rj and jl. Generally, the largest values of 
Re are greater than 10, provided r\ is less than 0.6 and jl is not near — % 
or +1. When fi = +1 , the spherical annulus is rotating as a rigid body 
with no secondary flows and the heat transfer is by conduction. The 
flow field is then exactly determined. Fig. 3 illustrates that for jl be
coming very large, Rem a x approaches a limit. This value is the same 
for jl = ±<». It further appears that for particular values of r] and jl, 
Remax can become quite large, nearing 100. These values of Rem a x are 
comparable to those calculated by Riley [10]; however, his values are 
generally larger. 

The Flow Field. The characteristics of the flow between rotating 
concentric spheres are princiaplly dependent on the secondary flow 
as represented by the stream function, \p(i\ 8). The convective effects 
on both energy and momentum are directly coupled to \p, as seen in 
the governing equations. The magnitude of \p generally correlates with 
Re, increasing as Re increases. It also, of course, depends on Pr, 
Gr/Re2, jl, and r\. Prandtl number effects have not yet been fully ex
plored in the literature; however, the Grashof number dependence 
has been investigated, as mentioned earlier. 

The phenomenon of secondary flow in the annulus is due in part 
to the presence of body forces and in part to the differential rotation 
of the spherical boundaries. Considering only the rotating boundary 
source, it is the inequality of the centrifugal accelerations generated 
at each boundary and their relative magnitudes that determine the 
nature of the secondary circulation. That is, the centrifugal acceler
ation, o„ generated at a given boundary depends on both the radius 
and angular velocity as: 

a; = sin2 ORiWj2 

3 4 5 6789100 

Fig. 2 Limiting Reynolds numbers such that the ratio of any one term in the 
solutions to its predecessor is less than 0.1: radius ratio dependence 

02 

a i 

R2U>ii 

fllO)!2 

Note that a); is squared deleting the direction of rotation from the 
acceleration. This rotation effect is perhaps most easily seen in the 
angular velocity ratio {jl) since it determines the relative rotation rates 
of the boundaries. The angular velocity ratio dependence has been 
discussed by Munson [17] and by Riley and Mack [11] for forced 
convection (no body force) situations. Generally, their results show 
that the direction of secondary flow is a strong function of jl, since 
again it appears in the boundary conditions. As observed in the 
northeastern quadrant of the annulus, they show that the clockwise 
circulation for jl = => changes to counterclockwise for jl = 0 with both 
of these eddies appearing for certain values of jx (say, —1/3). 

A similar sort of behavior is observed for specific values of jii with 
j ; allowed to vary. Consider the large radius ratio (rj = .7) results of 
Fig. 4(a) first. In each of the following jx = -1/3 which means that the 
inner sphere is rotating three times as fast as the outer, but in the 
opposite direction. Here, -fti =* /?2

 a n d from the above acceleration 
ratio it is seen that 

Qi 
• V 

Thus, the acceleration generated by the inner sphere is nearly an order 
of magnitude larger than that of the outer boundary and the circu
lation is counterclockwise. In the small t) case (jl fixed), the centrifugal 
acceleration of the inner sphere is comparatively small due to its 
relatively small radius. Even though it is rotating relatively fast, its 
small size does not allow its acceleration to compete favorably with 
the dominating acceleration generated by the outer sphere. Thus, the 
secondary flow for small rj is clockwise as shown in Fig. 4(c). For in
termediate values of TJ, each sphere, to varying degrees, dominates part 
of the flow field causing two eddies to exist together as shown in Fig. 
4(b). The clockwise eddy is near the outer boundary while the coun
terclockwise eddy is near the inner sphere. 

Figs. 5 and 6 demonstrate the effect of annulus size on the fluid's 
angular velocity, <o(r, 8) = U(r, 8)/(r2 sin2 6), and temperature, f(r, 6). 

JJ=(AJ2AU| 

Fig. 3 Limiting Reynolds numbers such that the ratio of any one term in the 
solutions to its predecessor is less than 0.1: angular velocity ratio dependence. 
Asymptotes for p. = ±oo are shown with open symbols 

Fig. 4 Secondary flow dependence on the radius ratio. Values shown are 
multiplied by 10s. a) JJ = 0.7, b) JJ = 0.4, and c) j ; = .1 for Re = (ti^RS/v = 
1, Pr = 1, Gr/Re2 = - 1 , and £ = - 1 / 3 

For the relatively small value of the Reynolds number (Re = 1) in 
these figures the contours are essentially concentric spherical shells. 
Hence, the secondary flow has altered neither the primary flow nor 
the isotherms to any noticeable degree. As Re becomes large, however, 
these contours as well as those for \j/(r, 8) become distorted (cf. [23], 
indicating the importance of the secondary flow's convective effect 
on momentum and energy). The perturbation solution through order 
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Fig. 5 Angular velocity dependence on the radius ratio, a) 7/ = 0.7, b) ?i = 
0.4, and c) i) = 0.1 tor Re = o)2f?2

2/«' = 1, Pr = 1, Gr/Re2 = — 1 , and p. = 
- 1 / 3 

Re4 does not allow an accurate observation of these distortions. 
Each of the angular velocity contours of Fig. 5 has a locus of zero 

azimuthal velocity (i.e., co = 0). This follows since the spheres rotate 
in opposite directions. It is interesting to note that in illustration (c) 
for r) = .1, a rather large volume offluid moves at an angular velocity 
close to that of the outer sphere. This region covers nearly 60 percent 
of the annulus. 

Heat Flux and Torque Calculations. In addition to the de
pendence of the flow field on the various dimensionless groups, such 
overall characteristics as the total heat flux due to convection and the 
torque required to rotate the spheres are of interest. Since the per
turbation solution provides exact solutions for the dependent vari
ables, explicit statements of these quantities may be obtained. 

The total heat flux, Q, is found to be 

Q = 4TCKR2(T2-T1) £ Re^rWM]!,,!. (13) 
m=0,2, . . . 

The total heat flux due to conduction alone is given by the m = 0 
term, 

Qc = 4TKR2(T2 - TJri/il - ??). (14) 

This conduction flux is used to normalize the total flux of (13) giving, 
for N = 4, 

• = 1 + A(n, M; Gr/Re2)(PrRe2)2 (15) 

The parameter A is a measure of the increase in heat transfer due to 
convection. A(PrRe2)x term is not present in (15) since /102 in (13) is 
identically zero. Thus, the convective heat transfer is at least a fourth 
order effect. This is in contrast to the case of gravity parallel to the 
rotation axis in which the heat transfer is at least a third order effect 
[10, 25], 

Values of A are shown in Figs. 7 and 8 for several values of ij and 
\t,. From Fig. 7, the optimum value of j] for convection is roughly 0.35. 
The data for jj. = +1/3 are nearly an order of magnitude larger than 
those for other jii shown. It is also shown that convective effects de
crease very sharply as rj departs from 0.35. 

The general shape of the data is parabolic except for jii = —1/3. In 
this case, the heat flux data reflect the changes in the secondary flow 
field as indicated in Fig. 4. Once the two-eddy pattern is well estab
lished in the annulus, the total heat flux drops by nearly an order of 
magnitude. 

In Fig. 8, the dependence of A on jii is shown. Again, the asymptotes 
of A for/i = ±°° are given. For the wider annuli (r; S .6) the convective 
effect generally increases as jx approaches zero from — <». For jx = 0, 

Fig. 6 Isotherm dependence on the radius ratio, a) TJ = 0.7, b) 7) = 0.4, and 
0.1 for Re = u2R2

2/v = 1, Pr = 1, Gr/Re2 = - 1 , and /* = - 1 / 3 

however, the values of A decrease significantly due to the generally 
weaker secondary flows generated when only the inner sphere rotates. 
As the outer sphere begins to rotate in the same direction as the inner 
sphere (jii > 0), the convective effect reaches a maximum, provided 
; i i < + l . At ji = + 1 , A must be zero since the fluid is moving as a rigid 
body and secondary flows are nonexistent. In this case, then, the only 
mode of heat transfer is conduction, and from equation (15) the value 
of A is obvious. This result is true even for Gr/Re2 ^ 0 since the body 
force field is radial (e.g., the spherical Benard problem), and strati
fication has been assumed subcritical. For larger jx, A increases 
asymptotically to its value for jx = <=. 

The torque required to rotate a sphere, M, is found by integrating 
the shear stress over the sphere's surface to obtain 

/oi •^/oo + Re2 l / o 2 ' - | / 2 2 ' j 
1,1 

(16) 

The fourth order terms do not contribute to the torque since their 
integrals are zero. The creeping flow torque, M0, is the zeroth order 
term, 

ifrcr 
87r^23a)2'73(l - M 

m ~ V3) 
and is used to normalize M as 

M_ 

Mo 
• l + B(7i,/i; Gr/Re2, Pr)Re2 

(17) 

(18) 

The quantity B is, again, a function indicating the effect of convection 
of momentum on the torque required to rotate the spheres. This effect 
is seen to be second order in the Reynolds number. 

The values of B are shown in Figs. 9 and 10. These data are of the 
same general form as those for the heat flux, since the generation 
mechanisms involved are the same. The maximum torque occurs for 
7) =* .35 and jx = +1/3, and B is zero for £ = +1 due to rigid rota
tion. 

4 Conclusions 
The fourth order regular perturbation solution discussed herein 

has presented results valid for relatively small values of the Reynolds 
number and Pr = Gr/Re2 = 1. For such Re, the character of the flow 
field is shown to depend strongly on the angular velocities of the 
boundaries as well as the size of the annular gap. In contrast to the 
flow situation with the body force parallel to the rotation axis, radial 
stratification has a relatively slight effect on the flow field. Further, 
the values of 7? and jx for maximum heat flux are also those for maxi
mum torque. 
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Fig. 7 Convective enhancement of the total heat flux: radius ratio depen
dence 
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Fig. 8 Convective enhancement of the total heat flux: angular velocity ratio 
dependence. Asymptotes for ft = ±co are shown with open symbols 
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Fig. 9 Convective enhancement of torque: radius ratio dependence 
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Condensation on an Extended 
Surface 
An analysis is made of film condensation on a vertical fin which is attached to a cooled 
vertical plate or cylinder. This is a three-dimensional problem in which the condensation 
process on the fin surface is tightly coupled to conduction within the fin. A physically 
meaningful similarity solution of the problem was formulated and numerically evaluated. 
Beyond the range where the similarity solution is valid, a finite-difference marching solu
tion of the governing partial differential equations was carried out. The heat transfer re
sults from the similarity solution, which are represented by simple algebraic formulas, 
appear to be applicable for the operating range encountered in practice. It was found that 
the calculated fin heat transfer is markedly less than that which would be predicted by 
an isothermal fin model, so that the use of such a model substantially overestimates the 
performance of the fin. 

Introduction 

Condensation is one of the basic modes of convective heat transfer 
and, as such, has been studied extensively since the pioneering work 
of Nusselt in 1916. In the main, the published analyses of film con
densation on external surfaces have dealt with primary heat transfer 
surfaces rather than with extended surfaces (i.e., fins). Furthermore, 
it appears that the external condensation problems analyzed thus far 
have involved condensate films whose thickness varies in only one 
coordinate direction, while the surface temperature is either constant 
or varies along the direction of film growth. In practice, on the other 
hand, the use of finned condensers is quite common. Therefore, in
formation about the condensation heat transfer rates on fins has direct 
relevance to design. 

In the present investigation, an analysis is made of film conden
sation on a vertical fin which is attached to a cooled vertical plate or 
vertical cylinder. A schematic diagram of the situation under study 
is presented in Fig. 1. As seen there, a pure saturated vapor (tem
perature Tsat) occupies the space adjacent to a finned plate or cylinder. 
The vapor is quiescent except for motions induced by the condensa
tion process. The temperature of the plate or cylinder—hereafter 
called the base surface—is uniform and equal to Tw, with Tw < T s a t 

so that condensation occurs. 
It will be assumed that the condensate forms a smooth continuous 

film on the surface of the fin. Furthermore, it is assumed that if there 
is an array of fins, the spacing between the fins is sufficiently large 
so that the respective condensate films do not interact. The thickness 
of the fin is It and its transverse length is L. In accordance with the 
thin-fin model, temperature variations across the thickness of the fin 
will be neglected. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by The Heat Transfer Division 
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The condensation process on the fin will now be discussed in order 
to show that the film thickness 5 depends not only on the vertical 
coordinate 2, as in Nusselt-type problems, but also on the transverse 
coordinate x, i.e., 6 = b(x, 2). In addition, the fin temperature also 
depends on both x and 2, so that T = T(x, 2). 

As is true for fins in general, the fin temperature in the present 
condensation problem varies in the direction transverse to the base 
surface. In particular, at any 2, the fin temperature increases with x, 
starting with a value T = Tw at x = 0. Correspondingly, the conden
sation rates will be highest in the neighborhood of x = 0, i.e., near the 
base, and will decrease with increasing x. The film thickness mirrors 

'sat 

Fig. 1 Schematic diagram of the fin condensation problem 
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the variation of the condensation rate, so that at any z it decreases 
monotonically from the base to the tip. 

Under the action of gravity, the film flows downward along the fin. 
In the course of its flow, more condensate is added to the film and its 
thickness grows with z. The effect of this growth is to increase the 
thermal resistance of the film, thereby decreasing both the conden
sation rate and the heat flow. The decreased heat flow tends to di
minish the transverse temperature gradients in the fin, so that the 
extent of the temperature variation from base to tip is less at large z 
than at small z. 

The foregoing discussion affirms the dependence of both the con
densate film thickness and the fin temperature on both x and z. It can 
also be demonstrated that the velocity and temperature distributions 
in the film are three-dimensional. Furthermore, it is necessary to si
multaneously solve the conduction problem in the fin and the fluid 
flow—heat transfer problem in the condensate. 

In the forthcoming presentation, an analytical model will be for
mulated which will make this complex problem tractable. It will be 
shown that this model admits a similarity-type solution for a wide 
range of practical operating conditions. Although similarity solutions 
are well-known in boundary layer work and are also obtainable in a 
limited class of conduction problems, a similarity solution for a con
jugate solid—fluid heat transfer and fluid flow problem is a novel
ty. 

The similarity solution enables the heat transfer results to be pre
sented in a form that is comparable in simplicity to that of the basic 
Nusselt problem. Beyond the range where the similarity solution is 
applicable, a finite-difference marching solution of the governing 
equations for the conjugate problem was performed. It is noteworthy 
that the dimensionless heat transfer results from both the similarity 
and nonsimilarity solutions are free of parameters. In addition to local 
and average heat transfer results, fin temperature distributions and 
profiles of the condensate layer thickness are also presented. 

From a search of the published literature, it appears that the 
analysis of condensation on fins has been confined to relatively simple 
situations. In [1], the conventional one-dimensional fin analysis was 
modified by assuming that the fin was covered with a uniform film 
of condensate. [2], which is contemporaneous with the present in
vestigation, dealt with a vertical fin whose lower end is maintained 
at a fixed temperature. Variations of the condensate film thickness 
and fin temperature were confined to the z, i.e., vertical, direction, 
so that the problem is of the Nusselt type. 

Analysis 
Formulation of the Model. The conjugate heat transfer problem 

encompassing the fin in Fig. 1 and its condensate film will now be 
formulated in mathematical terms. For the fin, an energy balance for 
a typical volume element 2tdxdz at x, 2 (Fig. 1) involves conduction 
heat flows within the fin in the x and 2 directions and an inflow of heat 
from the condensate which washes the exposed surfaces of the ele
ment. As was noted earlier, it will be assumed that the fin is suffi
ciently thin so that temperature variations across its thickness can 
be neglected. If the vertical height of the fin is substantially greater 
than the transverse length L, then the 2 conduction—i.e., the 

streamwise conduction—in the fin is negligible compared with the 
x conduction. With this, the fin energy balance can be written as 

-kf(2tdz)(d2T/dx2)dx = q(x,z)(2dxdz) (1) 

in which kf is the thermal conductivity of the fin and q(x, 2) is the local 
heat flux from the condensate to the fin at x, 2. The factor of two on 
the right-hand side of equation (1) accounts for the presence of a 
condensate film on both faces of the fin, and the partial derivative 
appearing on the left is necessary since T = T(x, 2). 

Attention will now be turned to the evaluation of the condensation 
heat flux q(x, 2). It has been demonstrated in [3] and [4] that con
duction is the dominant mode of energy transport in the condensate 
film, with convection playing a second order role. This is because the 
film is so thin (~0.1 mm) that the energy released by the subcooling 
of the condensate is very small compared with that liberated as latent 
heat during the condensation process. The effect of convection on the 
heat transfer coefficient is governed by the magnitude of the Jakob 
number, cpAT/X, where AT is the temperature difference across the 
condensate film. Even for a high value of the Jakob number such as 
0.1, the accounting of convection has only a 1.5 percent effect on the 
transfer coefficient. Since the present research is concerned with the 
identification of much larger effects, it is reasonable to neglect the 
contribution of convection. 

With convection neglected, the energy equation for a fluid element 
in the condensate film reduces to V2Tcond = 0. Among the three de
rivatives appearing in the Laplacian, d2Tcon(i/c>;y2 is overwhelmingly 
large compared with the x and 2 derivatives. This is because the scale 
of the y coordinate (0 < y < 5) is much, much smaller than the scales 
of the x and 2 coordinates. Therefore, the energy equation for the 
condensate becomes 

d2Tc o n d /dy2 = 0 (2) 

the solution to which is a linear temperature distribution 

TcoUx, y, 2) = T(x, z) + (T s a t - T(x, z))(y/S) (3) 

which reduces at y = 0 to the local fin temperature T(x, z) and at y 
= 6 to the temperature of the saturated vapor Tsat. The local heat flux 
from the condensate to the fin then follows as 

q(x,z) = 
k(Tsl T(x,z)) 

(4) 
6(x, 2) 

where 5(x, 2) is the local thickness of the film. 
The substitution of equation (4) into the right-hand side of (1) 

serves to eliminate q, so that 

a2r 
dx2' 

k(T-Tsat) 

kfti 
(5) 

This differential equation, when solved, provides a means for ob
taining the fin temperature distribution T(x, z), but the fact that 5(x, 
2) is unknown precludes such a solution at this stage. In order to ob
tain an equation which governs the variation of <5 with x and 2, con
sideration has to be given to the mass flow in the film and to the 
condensation process which produces the flow. 

•Nomenclature-
g = acceleration of gravity 
F = condensate thickness variable, A4/Z 
k = thermal conductivity of condensate 
kf = thermal conductivity of fin 
L = transverse length of fin 
rii = condensate flow rate 
P = pressure 
Q/ = overall rate of fin heat transfer 
Q = local heat flux at fin surface 
<7/ = local fin heat flux per unit area of fin-

base contact area 
T = fin temperature 
T'cond = condensate temperature 

Tsat = saturation temperature 
Tw = fin base temperature 
t = fin half thickness 
w = vertical velocity component 
X = dimensionless coordinate, x/L 
x = transverse coordinate 
y = coordinate normal to fin surface 
Z = dimensionless coordinate, equation 

. (13) 
Z = changeover point from similarity to 

non-similarity solution 
2 = vertical coordinate 
A = dimensionless film thickness, equation 

(12) 
Ao = value of A at X = 0 
<5 = condensate film thickness 
1} = similarity variable, equation (23) 
tjc = numerical approximation for ij = °» 
6 = dimensionless temperature, equation 

(12) 
X = latent heat of condensation 
fi = viscosity of condensate 
p = deriSity of condensate 

Superscr ip t 

* = for the ideal (isothermal) fin 
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To derive the governing equation for d, consideration is first given 
to the 2-, i.e., streamwise, momentum equation. In [4], it was dem
onstrated that for all condensed liquids other than liquid metals, the 
inertia terms have an entirely negligible effect on the heat transfer 
coefficient. This result stems from the extreme thinness of the con
densate film. Since the film thicknesses in the present problem should 
be even smaller than those encountered in [4], the inertia terms can 
be neglected without error. Consequently, the z -momentum equation 
reduces to a balance between the viscous, pressure, and gravity terms. 
The viscous terms encompass three contributions, p(d2w/dx2), 
p(d2w/dy2), p.(d2wli>z2). In a manner similar to that used in analyzing 
the energy equation for the condensate, it can be argued that 
p(£>2w/dy2) is much, much larger than the other terms, thereby en
abling them to be deleted. Then, the 2-momentum equation for the 
condensate becomes 

p(d2w/dy2) = dp/dz - pg = p0g - pg •• -pg (6) 

where the vapor density pv has been neglected relative to the liquid 
density p. 

As soon as the boundary conditions are specified, equation (6) can 
be integrated to give the velocity distribution across the condensate 
film at any position x, 2. The velocity at the fin surface y = 0 is zero. 
At the liquid-vapor interface (y = <5), the vapor exerts a very slight 
drag on the liquid. In [5], the interfacial drag was shown to have an 
insignificant effect on the heat transfer coefficient (~one percent for 
CpAT/X ~0.1) for all condensed liquids other than liquid metals. 
Therefore, the zero shear boundary condition, dw/dy = 0, at the liq
uid-vapor interface is appropriate. Then, the integration of equation 
(6) along with the application of the aforementioned boundary con
ditions yields 

w(x, y, 2) = (gp/p)(yS - lliy2) (7) 

The rate m at which condensate passes through an area element 
<5 by dx which spans the thickness of the film at position x, 2 and has 
a transverse width dx is obtained by integrating equation (7) 

i(x, z) = ( pwdxdy = (gp2da/3p)dx 
Jy=0 

(8) 

The change of m in the streamwise direction between x, 2 and x, {z + 
dz) then follows by differentiation 

dm = (dm/dz)dz = (gp2b2/n)(dildz)dxdz (9) 

This change in m is caused by the addition of condensate at the liq
uid-vapor interface. Another potential contribution to the change may 
result from transverse velocities which might exist in the film. If such 
velocities exist, they are very small since there is no direct forcing 
function (e.g., pressure gradient, body force, free stream velocity) 
which brings them into being. We believe that the effects of the 
transverse velocities are fully negligible, so that dm can be equated 
to the rate of condensate addition at the liquid-vapor interface. 
Consequently, the rate at which latent heat is liberated per unit sur
face area at x, z follows as 

\drh 

dxdz 

Xgp262 d& 

p dz 
(10) 

It may also be noted that since the condensate temperature profile, 
equation (3), is linear, the energy liberated at the interface is deposited 
without augmentation or diminution at the surface of the fin. 
Therefore, equations (4) and (10) may be equated, yielding 

d(54) 4kp 

bz Xgp2 ; (Tsat - T) (11) 

Upon examining the foregoing development, it is seen that the key 
equations are (5) and (11). These constitute a coupled pair of partial 
differential equations for determining the distributions of T and <5 
as functions of the coordinates x and 2. To reduce the problem to its 
essence, dimensionless variables are introduced as follows 

T-Ta, 

J sat 

kff 

kl2. 
(12) 

X 
X 

' L' 

4kp(Tsal- Tw) 

Xgp2 

kft 

kL2 

With these, equations (5) and (11) become 

d20 0 
- - = 0 

dX2 A 

d(A") 

dZ 
0 = 0 

(13) 

(14) 

(15) 

It is noteworthy that the change of variables has eliminated all pa
rameters from the governing equations. 

To complete the formulation of the problem, it remains to specify 
the boundary conditions. At the junction of the fin and the base sur
face (x = 0), temperature continuity requires that T = Tw, where Tw 

is a specified constant. The situation at the fin tip (x = L) is quite 
complex and cannot be analyzed with a high degree of certainty. Since 
the tip is not expected to contribute significantly to the overall fin heat 
transfer, it appears sufficient to employ the insulated-tip boundary 
condition dT/dx = 0. Only a single boundary condition is needed for 
the film thickness <5, namely S = 0 at 2 = 0. The mathematical state
ment of the boundary conditions in terms of the transformed variables 
is 

0 = l a t X = O , dd/dX = 0 a t X = 1, A = 0 a t Z = 0 (16) 

The foregoing formulation has focused the task of solving the 
conjugate problem on equations (14-16). Although not lengthy, these 
equations are quite complex because they involve strongly coupled, 
nonlinear partial differential equations. An analytical solution appears 
out of the question. However, as will be demonstrated shortly, there 
is a range of conditions where it is possible to transform the partial 
differential equations into ordinary differential equations and then 
to obtain similarity solutions. Outside of that range, the actual partial 
differential equations (14) and (15) will be solved. 

The key result that is to be extracted from the solution is the fin 
heat transfer rate. At any station, 2, the local heat flux from the fin 
to the base surface (per unit fin-base contact area), can be obtained 
from Fourier's law 

q,(z) = kf(dT/dx)0 (17) 

or, in terms of the variables of equations (12) and (13), 

q,(Z) = [fe/(Tsat - r j / L ] ( - a f l / d X ) 0 (18) 

The overall rate of heat transfer from fin to base over a vertical height 
from 2 = 0 to 2 = 2 then follows by integration 

Qfiz)= C* qf{z')2tdz 
Jo 

(19) 

where 2' is a dummy variable. If dimensionless variables are intro
duced, the expression for Qf becomes 

Qf(Z) 
XgP*L 

2p 

kL2 

kft 

2 fZ 

X dX 
dZ' (20) 

The foregoing heat transfer equations will be evaluated later when 
numerical values of (dS/dX)0 are available from the solutions. 

Solution of the Governing Equations. The motivation to seek 
a similarity solution stems from certain physical characteristics of the 
problem that will now be discussed. At small values of 2, the con
densate layer is thin and the fin heat transfer rates are high. As a 
consequence, at a fixed 2, the fin temperature distribution, starting 
from T = Tw at x - 0, increases sharply with x and attains a value T 
= fsat well before x = L. Thus, at such 2 stations, the fin heat transfer 
would be the same regardless of whether the transverse length of the 
fin were L, 5L, or infinity, so that the X = 1 boundary condition of 
equation (16) can be replaced by 

T = Tsa, or 0 = 0 at X = » (21) 

It may also be noted that as 2 becomes progressively smaller, the 
increase of T with x (at a fixed 2) becomes sharper and sharper, with 
the result that the range of x where T < T s a t diminishes. In the 
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limit, 

T= T s a t or (9 = 0 at Z = 0 a n d X > 0 (22) 

with a singularity at X = 0 and Z = 0. 
The characteristics of 0 that are indicated in equations (21) and (22) 

are reminiscent of those encountered in boundary layer work. It can 
also be argued that A possesses the same characteristics at X = °° and 
at Z = 0 as does 0. 

With the foregoing as background, a similarity solution will be 
sought for equations (14) and (15). The boundary conditions to be 
satisfied are stated by equation (16), with the X = 1 condition re
placed by equation (21). The leading edge condition, equation (22), 
need not be imposed as a separate constraint; rather, it will be auto
matically satisfied by the similarity solution. 

A similarity variable r] is now introduced as 

V = X /Z 1 ' 8 (23) 

with dependent variables 

6 = 0(>j), F(r,) = A4/Z (24) 

With these, the governing equations become 

6" - B/F1'4 = 0, F - vF'/8 - 0 = 0 (25) 

subject to the boundary conditions 

0(Q) = l, 0(m) = 0, F(°°) = 0 (26) 

where the primes denote differentiation with respect to ri. It can be 
seen from equations (25) and (26) that the similarity transformation 
has been successful, that is, X and Z have been banished and only 
functions of T; appear. 

An analytical solution of equations (25) and (26) is out of reach, and 
a numerical technique was, therefore, employed. The 9" and F' 
equations (25) were recast in finite difference form, and the resulting 
difference equations were solved iteratively. The solution was carried 
out in a domain 0 < ij < ?j„. Several candidate values of r)„ were em
ployed to obtain final results that are independent of ?/„. In this 
connection, it may be noted that the calculated fin heat transfer 
changed by about 0.08 percent when rj„ was varied from 3.0 to 3.8; the 
change was about 0.01 percent between ij„ = 3.8 and 6. 

For the heat transfer computation, the key result that is needed 
from the similarity solution is 0'(O), the value of which was found to 
be 

0'(O) = -1.080 (27) 

It can also be shown by analyzing equations (25) (as well as from the 
numerical solutions) that ,F(0) = 1, so that A = Z1/4 at X = 0 (adjacent 
to the fin base). The physical implications of this result will be dis
cussed later. 

The similarity solution is valid for z stations at which T s Tsat (i.e., 
0 s 0) at x = L. At those stations where 0 is noticeably different from 
zero at x = L, the similarity form of the governing equations cannot 
be used and, instead, the original partial differential equations (14) 
and (15) must be solved. The changeover from the similarity equations 
to the nonsimilarity equations was made by associating rp„ (which 
corresponds to 0 = 0) with the tip of the fin (i.e., x/L = 1), which gives 
the Z value at changeover as 

Z = (1A,„)8 . (28) 

where »;„ = 3.8 was employed in the calculations. The suitability of 
this choice Was supported by the fact that for a substantial range of 
Z > Z, the nonsimilarity solution yielded heat transfer results which, 
when properly scaled, were virtually identical to those from the sim
ilarity solution. 

For Z > Z, finite difference solutions of equations (14) and (15) were 
carried out. Prior to deriving the difference equations, A was replaced 
by Z1/4F1/4 in (14) and A4 by ZF in (15). To initiate the solution, the 
similarity results were used to provide values of 0 and F as functions 
of X a tZ. The finite difference procedure was structured to operate 
successively on equations (14) and (15). First, equation (14) was solved 

to obtain the 0 versus X distribution at a fixed Z, using the boundary 
conditions 0 = 1 at X = 0 and dO/dX = 0 at X = 1. The F distribution 
needed as input to (14) was taken from the station just upstream of 
Z. Then, equation (15) was stepped forward in Z (at fixed values of 
X) to yield the F distribution. The forward marching was continued 
to Z values (up to Z = 10) that are larger than those for which a lam
inar film is expected to exist. This extended range was employed to 
enable the trends with Z to be clearly established. 

For the heat transfer computations, the value of (dO/dX) at X = 
0 was extracted from the solution at each Z station in the finite dif
ference grid. 

R e s u l t s and D i s c u s s i o n 
Heat Transfer. In presenting the heat transfer results, it will be 

advantageous, both to achieve generality and to point out certain 
physical characteristics, to employ dimensionless ratios. As a reference 
quantity, i.e., for the denominator of the ratio, it is appropriate to use 
the heat transfer corresponding to an ideal fin whose temperature is 
everywhere uniform and equal to Tw. Such an isothermal fin is 
identical to the isothermal vertical plate analyzed by Nusselt, for 
which the condensation heat transfer results appear in numerous 
texts. The ideal fin results will be denoted by an asterisk. 

For the ideal fin, the film thickness i* depends only on z and is 
given by (e.g., [6],Ch. 11) 

b*(z) = [ 4 M T s a t - TJz/Xgp2}1'4 (29) 

or 

A* = Z1 '4 (30) 

Furthermore, the local heat flux from the condensate to the fin surface 
is given by 

q*(x,z) = q*(z) = k(Tsai-Tw)/6* (31) 

For a horizontal strip of fin situated at station z and having surface 
area L by dz, the rate of heat transfer from the condensate to the fin 
is q*(z)Ldz; this quantity is doubled to account for condensation on 
both faces of the fin. It then follows that the rate at which heat is de
livered from the fin to the base at 2, per unit fin-base contact area, 
is 

2q*(z)Ldz k(Tsal-Tw)L 
qf(z)=-^dJ- = m (32) 

which becomes, with the aid of equations (12) and (30), 

qf*(Z) = lkf(TSBt-Tw)/L]/Z^ (33) 

The local heat flux ratio comparing the actual fin with the ideal fin 
is evaluated using equations (18) and (33), with the result 

q,lqf* = (-d0/aX)oZi/4 (34) 

For the similarity regime, (d0/dX)o = 0'(O)/Z1/'8 and, upon taking note 
of equation (27), there follows 

. qf/qf* = 1.080Z1/8 (35) 

Equation (34) has been evaluated using the (d0/dX)o values from 
the nonsimilarity solution and is plotted in Fig. 2 along with equation 
(35) which represents the similarity solution. The figure is subdivided 
into upper and lower portions. The latter spans the range of Z values 
between 0.0001 and 0.1, while the former spans the Z range between 
0.01 and 10 (the overlap in the ranges is to provide continuity). The 
two parts of the figure have separate ordinate scales. 

Inspection of the figure shows that <?//(?/* is substantially less than 
unity at small values of Z and increases as Z increases. Therefore, the 
local heat transfer for a real fin may be substantially less than that 
for an ideal (isothermal) fin. To provide perspective for this finding, 
an example was worked out for steam atv20°C (68°F) condensing on 
a copper fin with half thickness t = 0.127 cm (0.05 in.), transverse 
length L = 2.54 cm (1 in.), and vertical height zm a x = 152.4 cm (5 ft). 
The temperature difference T8at — Tw was taken to be 5.6°C (10°F). 
Upon evaluating equation (13) for these conditions, it is found that 

Journal of Heat Transfer AUGUST 1979, VOL. 101 / 437 

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.01 
i.op-

i i . 

0.1 
T — n -

SIMILARITY 
SOLUTION 

o.booi 

Fig. 2 Local fin heat transfer results 

0 < Z < 0.0014. Correspondingly, Fig. 2 shows that 0 < qf/qf < 0.47. 
Thus, the use of an isothermal fin model, which is equivalent to using 
the simple Nusselt theory, gives rise to significant errors in the local 
fin heat transfer. 

It may be noted that the foregoing value of Z m a x = 0.0014 is quite 
small even though a rather large vertical height was chosen for the 
example. For smaller heights, Zm a x would be proportionately smaller, 
giving even larger departures from the results of the Nusselt theo
ry-

Further inspection of Fig. 2 shows that the results from the simi
larity solution are essentially identical to those of the nonsimilarity 
solution up to a Z value of 0.001. Thereafter, there is a growing de
viation, but the difference is only five percent at Z = 0.01 and 15 
percent at Z = 0.1. Therefore, for most practical purposes, the qf from 
the similarity solution, which is expressed by 

q, = 1.080[fe/(Tsat - TW)IL\Z^ (36) 

is sufficient. Use of equation (36) enables the local fin heat transfer 
to be calculated with the same degree of ease as for the calculation of 
the ideal fin heat transfer (which uses the Nusselt formula for an 
isothermal vertical plate). 

Another interesting perspective on the local heat transfer results 
can be obtained by examining the behavior of the quantity 

9//1.080[fe/(Tttt - TW)IL\ZU* (37) 

which is plotted in Fig. 3 as a function of Z. Again, as in Fig. 2, the 
figure is subdivided into two parts in order to cover a wide range of 
Z values. For the similarity solution, the plotted quantity is equal to 
unity for all Z, and this is portrayed by horizontal lines in both the 
lower and upper graphs. On the other hand, for the ideal fin, the 
plotted quantity equals 1/1.080Z1/8, and this is represented by a 
down-sloping line at the right of the upper graph. 

If attention is focused on the upper graph, it is seen that the simi
larity solution and the ideal fin solution, taken together, form an en
velope curve which bounds the actual fin heat transfer results. The 
maximum deviation of the results from the envelope is about 20 
percent. This relationship between the envelope curve and the actual 
solution curve is reminiscent of similar relationships that are en
countered in a variety of heat transfer problems. For instance, in [7], 
a similar relationship was demonstrated for the problem of combined 
forced and natural convection on a vertical plate. There, too, the 
maximum deviation between the envelope and the solution curve was 
about 20 percent. 

Attention will now be turned to the overall rate of heat transfer Qf 
from fin to base over a vertical height from z = 0 to z = z. The results 
will be presented in terms of the ratio Qf/Qf*, in which Qf* corre
sponds to the ideal fin and is given by 

Qf*(z) = (8/3V2)[Agp%3(T s a t- Tw)»L'zVn] 1/4 (38) 

/ 
SIMILARITY SOLUTION 

SIMILARITY 
SOLUTION \ 

_l I I I I - I 1 1—L 

Fig. 3 Envelope curves and their relationship to the local heat transfer re
sults 
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Fig. 4 Overall fin heat transfer results 
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Then, referring to equation (20), the ratio Qf/Qf* follows as 

3L 
Qf 

-§£. = _ ! _ C 
Qf* 4Z3/4 J o dZ 

dZ' 

(39) 

(40) 

(41) 

In particular, for the similarity regime 

- ^ - = 0.9257Z1/8 

Qf* 

The Q//Qf* ratios from equations (40) and (41) have been plotted 
as a function of Z in Fig. 4. It is seen that in the range of small Z, Qf 
is substantially less than Qf*. For instance, for the example that was 
discussed earlier (for which Z at the lower edge of the fin was 0.0014), 
the actual overallheat transfer from the fin is about 40 percent of that 
for an ideal fin. Therefore, the use of the ideal fin model (i.e., the 
Nusselt model) can lead to a significant overestimation of the heat 
transfer capabilities of the fin. The deviations between Qf and Qf* 
diminish as Z increases, but in the range of practical Z values the 
deviations are significant. 

It may be noted by comparing Figs. 2 and 4 that Qf/Qf* < qf/qf* 
at any given value of Z. This relationship is plausible because Qf is 
based on integration which encompasses stations where qf/qf* is less 
than the qf/qf* value at the given Z. 

Further examination of Fig. 4 indicates that the deviations between 
the results from the similarity and non-similarity solutions are less 
than five percent for Z < 0.01. Therefore, for almost all practical 
purposes, Qf can be computed with high accuracy from the similarity 
solution, which is expressed by 

Qf-
0.6171\gp2L 

/» 
kL2 

kft, 
£7/8 (42) 

This equation enables the overall fin heat transfer to be easily com
puted. 
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Fig. 5 Fin temperature distributions 

Fin Temperature and Condensate Film Thickness. Repre
sentative results for the transverse variation of the fin temperature 
at various fixed Z stations have been taken from the similarity and 
nonsimilarity solutions and are presented in Fig. 5. The ordinate is 
the dimensionless temperature 6 = (T — Tsat)/(TW — Tsa t), while the 
similarity variable t\ was chosen as the abscissa variable so that all Z 
stations in the similarity regime would be represented by a single 
curve. The temperature distributions for the nonsimilarity regime 
are respectively parameterized by the Z station to which they corre
spond. Since these distribution curves terminate at X = 1, the range 
of the variable X/Z1 / 8 decreases as Z increases. This is the reason why 
the curves for higher Z values span an increasingly smaller portion 
of the abscissa. 

It is seen from the figure that the transverse variations of the fin 
temperature diminish in the streamwise direction, i.e., with increasing 
Z. Furthermore, since larger ordinate values mean lower temperatures 
(note that Tw < Tsa t), the general level of the fin temperature de
creases with increasing Z. Thus, the fin approaches more closely to 
the ideal isothermal fin (T = T^) as Z increases, and this is consistent 
with the heat transfer results of Figs. 2 to 4. Unfortunately, this ap
proach occurs for large Z values where the relatively thick condensate 
films impose a high thermal resistance. 

For small Z, the temperature distributions from the non-similarity 
solutions are essentially coincident with that for the similarity solution 
except in the neighborhood of X = 1. This explains why the heat 
transfer results from the similarity solution continue to be valid in 
the nonsimilarity regime. 

Attention will now be turned to the condensate film thickness. It 
was noted earlier that the similarity solution yielded A = Z1 / 4 at X 
= 0 (adjacent to the fin base) and an identical result can be obtained 
from the non-similarity differential equations. Furthermore, from 
equation (30), A* for the ideal fin also equals Z1/4, so that 

A(0, Z) s A0 = A* = Z1/4 (43) 

Consequently, the F variable can be rephrased as 

F = (A/A0)
4 or A/A0 = F1'4 (44) 

Distributions of A/A0 are plotted in Fig. 6 both for the similarity 
solution and for the non-similarity solution, the latter being param
eterized by Z values between 0.0001 and 10. These distribution curves 
show the transverse variation of the film thickness at fixed Z stations. 
It can be seen that the film thickness generally decreases in the di
rection from the fin base to the fin tip. The thickness of the film is 
highly nonuniform at small Z but becomes more and more uniform 
as Z increases. This trend toward uniformity is accompanied by a 

Fig. 6 Distributions of the condensate film thickness 

general growth in the film thickness, since Ao = Z1/4. It is this growth 
which diminishes the local fin heat transfer at larger Z. 

The significant variations of film thickness in evidence in Fig. 6, 
especially those at small Z, indicate that the uniform film thickness 
assumption which formed the basis of the analysis of [1] is not cor
rect. 

Concluding Remarks 
The conjugate multi-dimensional heat transfer problem encom

passing condensation on a fin attached to a cooled vertical plate or 
cylinder has been made tractable by a mathematical model which 
includes the essential physical processes. It was demonstrated that 
the model yields a physically meaningful similarity solution. Whereas 
similarity solutions are commonly encountered in boundary layer 
theory and are also possible in selected transient conduction problems, 
such solutions for conjugate problems are novel. Beyond the range 
where the similarity solution is valid, a finite-difference marching 
solution of the governing partial differential equations was carried 
out. 

It appears that the similarity solution can be employed over es
sentially the entire range of operating conditions that are of practical 
interest. The heat transfer results from the similarity solution, 
equations (36) and (42), are algebraic forms whose simplicity is 
comparable to that for the classical Nusselt condensation problem. 

The main finding of the study is that the fin heat transfer is much 
lower than that which would be predicted by an isothermal fin model, 
i.e., Nusselt model. For an illustrative example, it was found that the 
overall fin heat transfer was 40 percent of that for an isothermal fin. 
Thus, the use of predictions based on an isothermal fin significantly 
overestimates the heat transfer performance. 

The present analytical model employs the same assumptions about 
film stability and absence of ripples and surface waves that are used 
in analyzing condensation on an isothermal wall. It is expected, 
therefore, that the applicability of the present results to fin practice 
will be comparable to the applicability of the isothermal wall pre
dictions to condensation on actual isothermal surfaces. Although, as 
noted in the Introduction, finned condensing surfaces are very com
monly encountered in practice, it does not appear that carefully 
controlled experiments on fin condensation have been reported. 
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Introduction 

Atomized liquids are widely used to enhance heat transfer with 
hot surfaces. Extensive reviews of spray and/or mist cooling tech
niques utilized in heat exchanger operations and in metallurgical, 
nuclear and electronic industries can be found in the literature [1, 

2]. 
Most applications concern heat transfer processes where surface 

temperature are, in general, much lower or much higher than the 
saturation temperature of the atomized liquid. As a consequence, in 
most mathematical models either negligible rates of evaporation or 
film boiling conditions are assumed [3, 4]. 

So far as we know, only Kopchikov, et al. [5] and Toda [6, 7] dealt 
with moderate as well as high surface temperatures. Their main 
achievement, however, appears to be the investigation of thermal 
behaviour of continuous liquid films on heated plates.2 

Instead we operated with relatively low flow rates of atomized liquid 
and visual observations indicated that our heat transfer surfaces were 
only wetted in spots. 

Our aim, in fact, was to realize a process, characterized by relatively 
low values of excess temperatures, where only a fraction of the total 
heat transfer surface is covered by droplets. 

In the context of dropwise condensation studies it has long been 
established that heat transfer rates are increased substantially 
whenever formation of liquid films on the heat transfer surface is 
prevented. We ascertained that the same principle holds good for 
dropwise evaporation. Besides, we found out that, unlike dropwise 
condensation, dropwise evaporation of atomized liquids on hot sur
faces can be induced, controlled and maintained without difficulty 
for any amount of time. 

A mathematical model, based on the assumption of dropwise 
evaporation is presented here to explain and correlate the very high 
values of heat transfer coefficients obtained in our experiments. Heat 
conduction through the liquid patches on the plate is assumed to be 
the leading heat transfer mechanism. In fact film boiling effects have 
been ruled out because of the relatively low values of wall superheat 
investigated while nucleate boiling effects have been disregarded as 
statistically insignificant. 

Heat transfer measurements, performed during the initial stage 
of this research, already seemed to support this theory [8]. Optical 
observations, carried out later and described in the text, allowed us 
to confirm the assumptions made and to estimate accurately the 
values of the empirical constants used in the model. This way quite 
satisfactory predictions were made possible both for heat transfer 
coefficients and for fractions of heat transfer areas covered by drop
lets. 

Dropwise Efaporation 
Evaporation of atomized liquids on hot surfaces is identified as an interesting technical 
process, characterized by very high values of specific heat fluxes. An experimental appa
ratus, expressely built for the evaluation of heat transfer mechanisms in mist cooling with 
low excess temperatures, is described. A mathematical model, based on the assumption 
of dropwise evaporation, is used to correlate the experimental results. 

1 Also with Laboratorio per la Tecnica del Freddo del C.N.R., Cas. Post. 1075, 
35100 Padova, Italy. 

2 As a matter of fact, the heating surface is described in [5] as completely 
covered by a continuous liquid film while the same point is not clearly made 
in [6, 7]. On the other hand, all results reported in [6, 7] concern experiments 
where heat flux density values, q, are always larger, and often much larger, than 
the corresponding products of mass flux densities of liquids (ws) by equivalent 
heat effects, A'. As a consequence, Toda's test sections could not possibly 
evaporate all the incoming atomized liquid and thus, we infer, were constantly 
overflowed. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OP HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
August 25, 1977. 

Physical Aspects 
When a liquid is sprayed over a surface whose temperature is higher 

than the saturation temperature of the liquid itself, the average heat 
transfer coefficient can be advantageously defined as [5, 6, 7, 9]: 

h = QI[A(TW - Tus)] (1) 

where (Tw — Tus) is the excess temperature. Experimental mea
surements on mist cooling, in fact, are well correlated by character
istics curves q( = Q/A) versus (T,„ — Tus) which are practically inde
pendent on the degree of subcooling (T„s — TV) of the impinging liquid 
droplets [5, 6, 7, 8]. 

As is shown in Fig. 1, characteristic curves for mist cooling exhibit 
different regions in correspondence with low, intermediate and high 
values of excess temperatures, respectively [6, 7]. For low excess 
temperatures the liquid is in contact with the heated surface and 
evaporation occurs from the upper liquid-vapour interface. For high 
excess temperatures the liquid rests on a layer of its own vapour which 
is maintained there by the intensive evaporation from the lower liq
uid-vapor interface. For intermediate excess temperatures a transition 
between the evaporation and the film boiling regime is observed [6, 

There is not much agreement in the literature on the role of nucleate 
boiling in the patches of liquid on heated plates at low and moderate 
excess temperatures. In [5] nucleate boiling is assumed to be the only 
significant heat transfer mechanism while in [6, 7] the effects of nu
cleate boiling on the heat transfer characteristics are considered 
negligible. 

The aim of this research was the investigation of heat transfer 
mechanisms during mist cooling at relatively low excess temperatures. 
For the range of excess temperatures we investigated, our optical 
observations showed a statistically negligible number of nucleation 
sites. Nucleate boiling with the formation of liquid domes seemed to 
take place only in a few exceptionally large droplets. Thus we decided 
to disregard nucleate boiling effects in our model. 

We decided also that the behavior of a single droplet on a heated 
surface had to be completely clarified before considering the beha
viour of a spray of droplets. Studies of this kind are described in [7, 
10] but they concern droplets of several millimeters in diameter im
pinging at high velocity on copper, glass and stainless steel surfaces. 
Instead, in our experiments, an aluminum surface was used, droplet 
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Fig. 1 Characteristic curve: heat flux density Q/A versus excess temperature 
(T„ — Tvs) for mist cooling. (I) low excess temperature zone, (II) intermediate 
excess temperature zone, (III) high excess temperature zone (from Toda 
[7]). 
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4. The disk thickness is negligibly small when the liquid film
breaks and the droplet dries up.

5. The temperature of the heated surface is constant with respect
to time and position; i.e., the thermal resistance caused by constriction
of heat flow lines in the plate near the evaporating droplets is negli
gible (see Appendix 1 for further discussion).

The Model
The studies on the rate of evaporation from a single droplet make

it possible to write the equations governing the evaporation from
sprays by taking into account the distribution of droplet sizes.

Heat Transfer Analysis for a Single Droplet. Heat transfer
analysis for a single droplet is based on the model shown in Fig. 4 and
does not differ much from the corresponding analysis reported in [7].
The following assumptions are made:

1. No evaporation takes place before the droplet reaches the
plate.

2. The time necessary for a droplet to spread from the spherical
to the disk shaped form is negligible in comparison with the lifetime
of the droplet on the plate.

3. The ratio between the diameter of a droplet in the spray and'
the diameter of the corresponding disk on the plate does not depend
on the droplet size and does not change with time

(2)Did = 1/{3I = const

mean diameters in the spray were of the order of 50 to 100 !-tm only
[111 and impingment velocities were relatively low. Thus we made
some optical observations under our own experimental conditions.

Actually we discovered droplet behavior similar to that described
by 'foda [7]. As a consequence, single droplet analyses by Toda [7] and
ourselves could not differ much.

We observed the behaviour ofliquid droplets on the heated surface
with the aid of a high-speed camera. Photographs from a typical se
quence are shown in Fig. 2 and a typical behavior is schematized in
Fig. 3.

As can be seen, immediately after their arrival on the plate, the
droplets spread out to assume a disk shaped form whose diameter,
in our experiments, was approximately four to five times larger than
the original diameter of the droplet in the spray. Afterwards, th€!'di
ameter of the liquid patch remains constant for the entire lifetime on
the plate. At the end, when the continuous evaporation from the upper
liquid-vap~urinterface has made the patch thickness negligibly small,
the liquid film breaks out suddenly and the heated surface dries up
very quickly.

1n order to prevent interactions between liquid droplets on the plate
we used relatively low flow rates of atomized liquid. As a consequence,
in our experiments the amount of vapour formed per unit time was
always equal to the flow rate ofliquid impinging on the heated surface.
Besides, optical observations showed that, practically, no coalescence
of liquid droplets on the plate took place since, as we expected, only
a fraction of the total heat transfer surface was wetted.

Therefore, the heat transfer process we were able to produce and
maintain can be rightly identified as "dropwise evaporation," unlike
other mist cooling processes described in [5,6, 7] which are charac
terized by heat transfer surfaces that are constantly overflowed by
unevaporated liquid.

d

t =- 0.72 t =. - 0.36 = 0.0 t =0.18

d

Fig. 4 Heat transfer through a disk shaped droplet Irom a heated surface
to the atmosphere. R 1 is the constriction resistance, R2 is the conduction
resistance and R3 is the thermal resistance corresponding to mass transler.
A linear one-dimensional temperature distribution is assumed in the
droplet.

Fig. 3 Successive states of formation of a cylindrical disk like patch on the
plate. This schematization is based on our own as well as on Toda's obser
vations [7].

t =5.76ms

t = 1.62

t = 4.32

t =0.72t =0.54

t == 3.4 2

t = 0.36

t =2.52
Fig. 2 Behavior of a liquid water droplet on an aluminum surface. Touch down
takes place at I =O. Measured values of physical parameters are: Tw =104.8
°C, TV$ =100.0 °C, Tt =20.5 °C, D =95/-tm, d =395 J.l.m. Measured lImelife
is in good agreement with calculations based on equation (7).
_____Nomenclature' _

A = heat transfer area
c = specific heat capacity
d = droplet diameter on the plate
D = droplet diameter in the spray
Flo 1<'2 = shape factors defined in Appendix

1, dimensionless
h = heat transfer coefficient
H = distance defined in Fig. 6
k = thermal conductivity
m = mass
M = molecular mass
n = dispersion parameter in the Rosin

Rammler distribution, dimensionless
Nu = hDmlkl Nusselt number, dimension

less
p = pressure

q = heat flux density
Q = heat flux
R = universal gas constant
RI' R2, R3 = heat transfer resistances defined

in Fig. 4.
s = thickness of the droplet on the plate
t = time
T = temperature
u = specific volume
w = WIA mass flux density
w = mass flux
z = DIDm = dldm dimensionless diameter
a = cone angle
{3b {32, (33 = dimensionless constants, equa

tions (2,9) and (21)
'Y = constant of evaporation, dimensionless
f= fraction of heat transfer area covered by

droplets, dimensionless
A = latent heat
A' = equivalent latent heat effect, equation

(5)
p = density

Subscripts
d = droplet
e = equilibrium
t = liquid
m = mass median
s = spray
us = saturation
w = wall
</J = nozzle
0= initial
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6. The heat transfer resistance at the upper liquid-vapour inter
face is negligible (see Appendix 1). 

7. In the cylindrical disk temperatures do not change in the radial 
direction, while the temperature distribution in the axial direction 
can be approximated by a straight line. 

8. Nucleate and film boiling effects, if any exist, do not influence 
global heat transfer characteristics and, thus, can be neglected for the 
range of excess temperatures investigated here. 

Under the above assumptions, the heat transfer rate through a 
droplet can be expressed as 

qd = Qd/Ad - ke (Tw - Tus)/s (3) 

Since heat transported through the droplet is used to evaporate 
liquid from the upper liquid-vapour interface, the following rela
tionship holds good too 

qd = —pe\' ds/dt (4) 

where a modified latent heat of vaporization is introduced to account, 
in some way, for the sensible heat capacity: 

X + c£ (Tus - Tt) (5) 

From expressions (3) and (4) the following differential equation 
is obtained: 

• (Tw -Tm)dt = eX' s ds (6) 

which can be integrated to find the time necessary to evaporate 
completely the droplet 

td = so2 pA' [2kATa -T„.,)]-i (7) 

The initial thickness of the cylindrical disk can be expressed as a 
function of the droplet diameter on the plate. By equating the initial 
volume of the disk to the volume of the droplet in the spray we 
have: 

so = ftd (8) 

where 

ft = 2/(3/8x8) ( 9 ) ' 

Heat Transfer Analysis for a Spray of Droplets. In order to 
write the equations governing heat transfer from a spray of droplets, 
the following additional assumptions are needed: 

9. Heat transfer from the dry area of the plate is negligible. 
10. Since only a fraction of the heated surface is wetted, no co

alescence of droplets takes place on the plate. 
11. The distribution of droplet sizes in the spray can be described 

by a suitable frequency function such as, for example, the Rosin-
Rammler distribution [3, 13]: 

<p(z) = (In 2) n z "" 1 exp[-(ln 2) zn] (10) 

where n is the dispersion parameter whose value is generally in the 
range from 2 to 4, and 

z = D/Dm = d/dn (ID 

Under the above assumptions, the mass of droplets having diam
eters between d and d+Ad that reaches the plate between the time 
instants t and t+At, is given by: 

A(Am) = Ws [<p(z)Az\ At (12) 

where Ws is the flow rate of liquid impinging on the plate and z is a 
suitable value between d/dm and (d+Ad)/dm. 

For any droplet the ratio between contact area and mass depends 
only on the diameter: 

Ad/md = l/ipesa) = l/(@2Ped) (13) 

Therefore, the fraction of heat transfer area covered by the group 
of droplets referred to in equation (12), can be expressed as: 

A(AAS) <p(z) 

@2Ped„ 
AzAt (14) 

The total fraction of heat transfer area covered by droplets is found 
letting (At, Az) tend to zero in equation (14). Then integration 
gives: 

A, 

A Jo \Jo iPedm 
-dt\ dz 

P2wsdm\> T[(n+l)/n] 

2k£(Tw-Tos) ( 1 ^ 2 ) ! / " 

where T[(n + l)/n] is the Gamma function defined as in [16]: 

rw So"'" 
1 exp(—2) dz 

Since no overflow occurs, we have from assumption (9): 

q = ws X' 

(15) 

(16) 

(17) 

Besides, for the values of the dispersion parameter n that are of in
terest here, it is3 

T[(n + l)/n]/(ln 2)1 '" s 1 (18) 

Equation (15) can be written in a simplified dimensionless form 

where 

and 

£ s ft Nu 

Nu = hDJke 

ft = l/(3ft2) 

(19) 

(20) 

(21) 

Equation (19) correlates the fraction of the total heat transfer area 
covered by droplets to the dimensionless value of the heat transfer 
coefficient. Equations (19) and (20) imply that: 

Q/[A(TW - Tvs)] = h= [ke/(P3 Dm)]e (22) 

Therefore our experimental data might be correlated as shown in 
Fig. 5. For the same excess temperature we can have different heat 
fluxes. Thus heat transfer measurements for Q/A and (Tw — Tvs) and 
optical observations for e, taking place simultaneously, are required 
to test the model proposed here. 

E x p e r i m e n t a l A p p a r a t u s and M e a s u r i n g T e c h n i q u e s 
The experimental apparatus built for this research is described in 

detail in [2]. Therefore, only essential information on the test section, 
represented in Fig. 6, is reported here. 

Twice distilled water, at controlled pressure pi and temperature 
T( is supplied to the atomizing nozzle. Mean diameters and flow rates 
of liquid droplets depend mainly on the shape and size of the nozzle 
and on the feeding pressure. Specific flow rates of atomized liquid, 
in correspondance with the heated surface, depend also on the dis-

3 Actually, equation (18) holds good to within 5 percent for n between 2 and 
<=, while, as pointed out, typical n values for our sprays are in the range from 
2 to 4. 
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Fig. 5 Q/A versus (T„ — Tvs) characteristic curves for dropwise evaporation 
computed from Equation (22) with d/D = 4.5 and Dm = 75 fim. 
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Fig. 6 Experimental test section. (1) nozzle, (2) heat transfer surface, (3) 
aluminum block, (4) electric resistance, (5) Wood metal, (6) Tellon ring, (7) 
plexiglas windows, (8) metallic container, (9) test section, (10) copper-
constantan thermocouples, (11) vent 

tance H from the nozzle which, in our apparatus, can be chosen in the 
range from 100 to 300 mm. 

Several different nozzles, whose characteristics are listed in Table 
1, have been utilized to create a wide range of fluodynamic conditions 
on the plate. 

Mass median diameters in the sprays are evaluated from the em
pirical correlation [15]: 

Dm/Dt, » 9.5 [Ap-37 sin (a /2) ] - 1 (23) 

where D$ is the nozzle diameter, Ap = pe — p a t m is the acting pressure 
difference, Pa, and a is the cone angle. In [11], equation (22) was found 
to be in good agreement with the experimental measurements made 
on nozzles similar to the ones listed in Table 1. 

No rebound of droplets on the heated surface was observed with 
impingment velocities in the range from 1 to 2 m/s, typical of our ex
periments. No attempt was made to measure accurately impingment 
velocities since this parameter does not seem to play an important role 
in a first approximation model for dropwise evaporation [8]. 

The heat transfer surface, at the top of the aluminum block, has 
a circular shape. This surface is carefully lapped, since a high surface 
roughness might not allow the droplets to assume stable configuration 
and might enhance nucleate boiling. 

Heat is supplied by means of an electric resistance placed in a cavity 
of the block. The cavity is filled with Wood metal which, being liquid 
at operative temperatures, acts" as a very effective heat transfer me
dium. An extended insulating ring and the shape of the block itself 
induce one-dimensional thermal fields in the vicinity of the test sur
face. 

Two heating blocks of similar shape were used in the test section: 
the first one with a 25 mm dia heating plate and the second one with 
a 10 mm dia heating plate. Heat fluxes up to 600 W and up to 300 W 
have been generated in the first and in the second heating block re
spectively, these upper limits being imposed by limitations in the 
thermal design of the heating blocks. Heat fluxes are controlled by 
adjusting manually, through a variable transformer, potential dif
ferences across the electric resistance. 

Pressures and temperatures at different points of the experimental 
circuit are accurately monitored to ensure that steady state conditions 
are mantained during each run. 

Heat flux and temperature of the heated surface are measured by 
plugging several copper-constantan thermocouples into the one-
dimensional heat flow zone of the aluminum block. The heat flux is 
calculated from values of temperature differences between measuring 
points and the knowledge of thermal conductivities of aluminum at 

Table 1 Characteristics of atomizing nozzles. Nominal volumetric flow rates 
are referred to an inlet water pressure p = 7 bar and discharged into the at
mosphere. 

nominal 
cone nozzle volumetric 
angle diameter flow rate 

type (degrees) (fim) (cm3/s) 

A 80 660 2.10 
B 60 490 1.16 
C 80 500 0.89 
D 45 355 1.16 
E 45 380 1.31 
F 80 596 1.31 
G 80 645 1.73 
H 80 855 3.15 
I 60 490 1.16 
L 45 325 0.68 
M 60 635 2.10 
N 45 427 1.16 
O 45 468 1.31 
P 45 522 1.58 

Fig. 7 Temperature measuring section. (1) heating section, (2) stirred oil 
bath, (3) temperature equalizer block, (4) precision resistance thermometer, 
TC automatic temperature controller, I, II, III, IV main measuring points. 

operative temperatures. The temperature of the heated surface is 
calculated by extrapolation from temperature distribution mea
surements. The electric circuit utilized for these measurements is 
schematized in Fig. 7. The arrangement of electric connections is such 
that temperature differences between any two among the four mea
suring points can be evaluated directly. 

Reference point IV is placed in a second aluminum block, immersed 
in a stirred oil bath, whose temperature does not differ much from the 
temperature of the test section and is maintained constant during 
each run. Therefore, an independent measurement of the bath tem
perature, by means of a precision resistance thermometer, allows a 
very accurate evaluation of the surface temperature Tw, without 
complicate calibrations of thermocouple signals. 

The saturation temperature T„s is evaluated from a measurement 
of the external atmospheric pressure. Since the metallic container 
where the test section is placed is not sealed, we assumed: 

Tus = Tus (pa t m ) (24) 

Since we deal with a two degrees of freedom phenomenon, for the 
same (Tw — Tus) we may have different e's and different q's while, for 
the same e we may have different (Tw — Tvs) and different q's. In the 
experiments we can control continuously the specific heat flux while 
we can change discontinuosly, for example by changing the nozzle, 
the specific mass flux of impinging droplets. We have to operate on 
these two parameters so as to reach equilibrium before making any 
measurement. 

If, for a certain flow rate, we start with large heat fluxes {q > ws\') 
and we progressively reduce them, we reach equilibrium in the high 
(Tw — r„s)-low e zone of Fig. 5. Instead, if we start with a low heat flux 
and we increase it progressively, we reach equilibrium in the high o-lovv 
C r „ , - T , J z o n e o f F i g . 5 . 

Two plexiglas windows in the metallic container allow visual, 
photographic and cinematographic observations of the test section. 

In this research the behaviour of droplets on the 25 mm plate was 
observed with the aid of ultrafast cinematography. The Institute of 
Scientific Cinematography of the Technical University of Milan 
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Flg.8 Variation with the Nusselt number Nu (=hDmlktl In the fraction 01
heat transler area covered by droplets. E~perlmental conditions are reported
In Table 2.

«III' 2,134 Nu. 4.~'
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supplied us with the optical bench, the high speed camera and the
light sources [12].

Motion pictures, at an average rate of 6000 frames per second, were
taken during the heat transfer experiments. From the photograms,
magnified on a screen, fractions of heat transfer areas covered by
droplets are easily measured. With the aid of reference dimensions
and associated timers, also dimensions and timelifes of liquid droplets
on the plate can be evaluated.

On the 10 mm plate, fractions of heat transfer area covered by
droplets were evaluated for each run by means of photographic
measurements. The same optical bench and experimental set up were
used for both the cinematographic and the photographic observations.
The only minor difference was the utilization of a flash-light instead
of a flood-light source for the photographic observations.

Results and Conclusions
A great number of high speed motion picture films, photographs

and heat transfer measurements were obtained for sprays of atomized
water evaporating at atmospheric pressure.

As is shown in Fig. 8, the pictures are sufficiently detailed to permit
accmate measurements of the fraction of heat transfer area covered
by droplets.

Typical experimental data are reported in Table 2.
As can be seen, values of the heat transfer coefficient up to 150

kWIm2K are obtained with test surfaces which are safely away from
flooded conditions.

The highest values of the heat transfer coefficient which have been
obtained so far with a plate completely covered by a water film are
of the order of 80 kW/m2K [5, 6, 7]. Thus, from a thermodynamic
point of view, dropwise evaporation is the most efficient among mist
cooling processes.

In order to check the proposed model for dropwise evaporation,
equation (19) was compared with the results of optical observations
and thermal measmements. As can be seen from Fig. 9, with the as
sumption

15
o

° 25 mm plate
• 10 mm plate

5

20

"" 10

(2')diD = fh 2' 4.5

14121042 6 8
Nu

Fig. 9 E~perimental data versus theoretical results. The continuous line Is
drawn Irom equation (19) assuming dID = 4.5.

the agreement between theory and experiments is impressive.
Specific heat fluxes up to 2.2 MW1m2 have been maintained. This

upper bound was imposed only by thermal limitations of the heating
blocks. Hopefully, these limitations will be removed in the near fu
tme.

Table 2 Typical results and e~perimental conditions lor dropwise evaporation. Wall temperatures have been corrected to take into account small variations
from the conditions TVB = 100.0DC induced by atmospheric pressure variations. The characteristics 01 the atomizing nozzles, relerred to in the lirst column,
are reported in Table 1. The first set of results up to run E2 have been obtained using the 25 mm plate. All other results concern the 10 mm plate.

pe Te H Tw QIA h Dm f f

Run (bar) (OC) (cm) (DC) (kW/m2) (kW/m2K) (,urn) Nu Compo Meas.

A1 7 83.1 20 105.0 75.9 15.2 67 1.50 0.024 0.025
81 7 82.3 25 104.3 96.6 22.5 64 2.12 0.034 0.035
C1 7 80.4 20 103.0 47.8 15.9 51 1.19 0.019 0.015
D1 7 80.3 20 103.1 148. 47.7 60 4.21 0.068 0.065
E1 7 82.3 18 118.0 497. 27.6 65 2.64 0.043 0.045
E2 7 81.6 20 117.7 446. 25.2 65 2.41 0.039 0.040
F1 5 23.0 25 105.3 78.4 14.8 69 1.50 0.024 0.028
G1 6 23.6 20 105.6 119.1 21.4 70. 2.20 0.036 0.035
G2 6 24.2 20 104.0 116.6 29.2 70 3.03 0.049 0.047
H1 5 80.2 25 105.3 139.8 26.4 99 3.84 0.062 0.059
H2 5 78.2 15 106.4 298.9 46.7 99 6.80 0.111 0.099
H3 5 23.2 18 105.2 208.2 40.0 99 5.83 0.095 0.092
H4 5 22.4 14 107.3 321.9 44.1 99 6.42 0.104 0.105
11 5 25.0 15 107.5 636.5 84.9 73 9.11 0.148 0.155
12 5 25.0 20 106.4 530.6 82.9 73 8.90 0.145 0.137
L1 7 83.6 20 104.9 568.8 116. 56 9.53 0.155 0.154
L2 7 23.6 15 104.4 647.7 147. 56 12.0 0.195 0.188
L3 7 23.6 15 105.2 653.5 126. 56 10.3 0.167 0.162
M1 7 22.4 20 111.9 1099. 92.0 83 11.3 0.184 0.195
M2 7 22.4 18 112.0 1141. 95.0 83 11.6 0.189 0.196
N1 7 24.4 20 139.4 1420. 36.0 73 3.67 0.060 0.054
N2 7 24.4 20 143.5 1418. 32.6 73 3.50 0.057 0.053
N3 7 24.4 20 155.4 1419. 25.6 73 2.75 0.045 0.049
01 7 25.3 20 137.9 1682. 44.4 80 5.22 0.085 0.084
02 7 81.3 20 142.8 1685. 39.3 80 4:'62 0.075 0.081
P1 7 21.6 20 135.8 2154. 57.0 89.5 7.92 0.129 0.133
P2 7 21.6 20 123.9 2153. 90.1 89.5 11.9 0.193 0.196
P3 7 80.6 20 136.7 2091. 57.0 89.5 7.50 0.122 0.128
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APPENDIX 1 
Following [16] we can express in an approximate way: the con

striction resistance 

Ri = (Tw - Tc)/Qd = FJiwd kw) 

where Tw is the average wall temperature, Tc is the wall temperature 
in correspondence with the droplet and 

F i s 0.5 TT (1 - e0-5)1-6 

is a shape factor [16]; the conduction resistance 

R2=(Tc-Ti)/Qd = F2/(wdki) 

where T; is the interface temperature and 

F2 s 2 s0ld = 4/(3ft2) 

is a time averaged shape factor. 
Following [17] we can express the heat transfer resistance at the 

interface as 

R3=(Ti-Tus)/Qd = 4/(Trd^hi) 

The heat transfer coefficient hi due to the transfer of mass at the 
interface can be computed from the formula [17] 

27 / M \0-s X 

' = 2 - y \2 TV R TJ Tus vus 

where y = 1 is the constant of evaporation [17]. 
With p„s = 1.013 bar; Tus = 373.15 K; ke = 0.68 W/m-K kw = 182 

W/m-K; X = 2.25 MJ/kg; e = 0.1; d = 140 /xm we obtain: 

hi = 1.53 X 107 W/m2-K 

R1/R2 = (Flke)/(F2kw) = 0.05 

R3/R2 = (4ke)/{dhiF2) = 0.01 

Thus, as a first approximation, both constriction and interface re
sistances can be neglected in comparison with the conduction resis
tance. 
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Efaporatiwe Heat Transfer and 
Pressure Drop Performance of 
Internally-Finned Tubes with 
Refrigerant 22 
Heat transfer and pressure drop measurements were performed on three integral spir
alled inner-fin tubes (12.7-15.9 mm OD, 30-32 fins, fin height 0.5-0.6 mm) with two-phase 
flow of refrigerant 22 under evaporating conditions. The data were compared with the 
performance of smooth tubes with and without a star-shaped insert. Based on the same 
length of heated test section (0.80 and 2.44 m), change in refrigerant quality (0.2 and 0.7) 
and mass velocity range (65,000 to 270,000g/s • m2): (1) The enhancements in heat trans
fer coefficient for the internally-finned tubes over those for the smooth tubes ranged from 
30 to 760 percent, and typically increased with mass velocity. Tighter fin spiralling signif
icantly increased heat transfer. (2) The enhancements in heat transfer coefficient for the 
smooth tube with the star-shaped insert ranged from 40 to 370 percent, but decreased with 
mass velocity. (3) The increases in pressure drop for the internally-finned tubes over 
those for the smooth tubes ranged from 10 to 290 percent, while those for the smooth tube 
with the star-shaped insert were 300 to over 2000 percent. The factors enhancing the per
formance of the internally-finned tubes include the low fins which result in only a small 
reduction in cross-sectional flow area, and the tight spiral which increases the corner 
length per unit length of tube available for nucleation of vapor bubbles. 

In troduct ion 
This work is a continuation of the study of the heat transfer and 

pressure drop performance of Forge-Fin1 tubes, made with integral 
internal fins. Previous reports [1-5] described the performance of 
Forge-Fin tubes in turbulent water and air flow, and in laminar oil 
flow. In this paper, performance data for the two-phase flow of re
frigerant 22, whose properties are given in [6], are presented for 
evaporation inside smooth tubes, smooth tubes with star-shaped 
extruded aluminum inserts commonly employed in expansion water 
chillers, and three internally-finned tubes (Fig. 1 and Table 1) as a 
function of test section length, change in refrigerant quality, and mass 
velocity. 

A large number of investigations have been carried out of two-phase 
evaporation under forced convection. However, Anderson, et al. [7] 
concluded, on the basis of a thorough experimental program with 
refrigerant 22 flowing in a 16.9 mm ID smooth tube (equivalent to tube 
24A of this work) heated with warm water on the shell side, that none 
of the available correlations for calculating heat transfer and pressure 
drop were satisfactory for determining the performance of refrigerant 
evaporators in commercial equipment. Furthermore, they stated that, 
under the present state-of-the-art, experimental data suitable for 
design must be obtained from tests in which the tube circuiting ar
rangement, refrigerant, and operating conditions correspond closely 
to those in the proposed equipment. 

The simplest and most commonly employed heat transfer corre
lation for evaporating refrigerants (incomplete evaporation) is that 
of Pierre [8]: 

well within typical experimental error. A similar Pierre correlation 
is available for outlet superheat conditions. The major weakness of 
the Pierre correlations is that they consider only the average and not 
the local heat transfer coefficient [12]. There is thus no dependence 
on local refrigerant quality such as exists in other correlations [9-11] 
and those tabulated by Anderson et al. [7]. The latter, however, re
ported that the Pierre correlation gave the best agreement with their 
own results, but that it underestimated the heat transfer coefficient 
for short tubes when there was a large temperature difference between 
the refrigerant and the shell side water (i.e., high heat flux). 

The most extensively used pressure drop correlation for evaporating 
refrigerants is that of Martinelli and Nelson [13], which consists of 
two terms, the first a frictional term to relate the pressure drop to that 
for single-phase flow, and the second an acceleration term to account 
for evaporation: 

G2 

APTP = riAPL + r2— (2) 
gc 

Methods for determining the coefficients r\ and ri are given by An
derson, et al. [7] and Altman, et al. [12]. Another suitable pressure 
drop correlation is given by Pierre [8]: 

N N u = 9.00X10-4iVReKy ) 
(1) 

It should be noted that, when the two-phase heat transfer coefficient 
(hrp) is plotted against the mass velocity (G), there is no dependency 
on the tube diameter CD,') according to the Pierre correlation, while 
with the correlations of Gouse [9]. Dengler and Addoms [10], and 
Lavin and Young [11], hrp is inversely proportionate to (A)0 '2- Thus 
when comparing tubes with inside diameters of 11.9 mm (tube 30) and 
14.4 mm (tube 24B), this would result in a difference of only 4 percent, 

where 

and 

APTP 

fm = 0.0185 

fm + 
DtAx 

XmL 

G2 

gcDi 

Kf 
iVR i 

for (NRJK,) > 1 

Pa 

(3) 

(4) 

(5) 
PL 

1 Registered trademark. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 
11,1978. 

Anderson, et al. [7] found that their pressure drop data fell consis
tently below the Martinelli and Nelson correlation and above that of 
Pierre. 

E x p e r i m e n t a l 
The heat transfer loop used for te|ting single tubes is shown in Fig. 

2. Refrigerant 22 was passed from the five-ton compressor through 
an oil separator to minimize the oil content of the refrigerant. The 
quality of the refrigerant entering the horizontal evaporator test 
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section was controlled by mixing the vapor and liquid refrigerant 
streams at controlled flowrates. An ancillary evaporator was employed 
to prevent return of liquid refrigerant to the compressor. The loop 
was provided with a liquid stream bypass in order to obtain extra 
operational flexibility in terms of refrigerant flowrate. 

Warm water (10-27°C) was employed as the shell-side heating 
medium and was pumped through a filter and a rotameter to the test 
section in concurrent flow with the refrigerant on the tube side. The 
temperature difference between the inlet and outlet water was mea
sured with high sensitivity calibrated sensistors (7.92 mV/°C) located 
about 250 mm from the test section and checked with calibrated 
mercury-in-glass thermometers. The refrigerant temperature dif
ference was measured with sensistors mounted in tees about 300 mm 
from the end of the heated length, and was checked with chromelA 
alumel thermocouples. All refrigerant lines were well insulated with 
asbestos wrapping tape. Pressure-tap rings with two taps were located 
about 130 mm from each end of the test section, and the pressure drop 
was measured with a mercury-filled or oil-filled U-tube manometer; 
the pressure drop data were therefore measured over a length of 1.07m 
for the short test sections (0.80m), and over 2.74m for the long test 
sections (2.44m). A minimum of 60 min. was generally required to 
reach steady state. 

O O 
TUBE 24A 

O O o 
TUBE 22 TUBE 25 TUBE 30 

Fig. 1 Smooth and internally-finned tubes tested 

The heat transfer coefficient for the refrigerant was calculated from 
its thermal resistance by subtracting the water-side and tube-wall 
resistances from the total resistance according to the method of An
derson, et al. [7]. The thermal resistance of the water-side was de
termined experimentally in a separate series of tests. The flow of water 
in the shell was varied over a wide range, while cold water or refrig
erant was pumped through the inner tube at a fixed flowrate. The shell 
water-side resistance was then calculated from a modified Wilson plot. 
The constant representing the heat transfer resistance on the shell 
side was incorporated into the Sieder-Tate equation and was used to 
calculate the heat transfer coefficient on the shell side for each test. 
The tube-side heat transfer coefficient was then obtained from the 
overall coefficient. The heat transfer rate (Q), derived from the water 
flow rate and temperature drop, was used to calculate the change in 
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Fig. 2 Schematic diagram of two-phase evaporative heat transfer loop 

Table 1 Dimensions of tubes tested 

Tube Number 
Type 

Number of Fins 
Outside diameter (Do), nim 
Inside diameter (D;), mm 
Fin height, mm 
Fin pitch1, mm 
Inter-fin spacing, mm 
Actual inside area (Aa), mm2/m X 10~3 

Nominal area2 (An), mm2/m X 10~3 

Aa/An 
Inside cross-sectional area (Axs), mm2 

Hydraulic diameter3 (D/J, mm 

Lengths of heated test section (L), m 

24A 
Smooth 

0 
19.1 
16.9 
— 
— 
— 
53.1 
53.1 

1.00 
224 

16.9 

2.44 

24B 
Smooth 

0 
15.9 
14.4 
— 
— 
— 
45.3 
45.3 

1.00 
163 

14.4 

0.80 

24C 
Star 

Insert 

54 

15.9 
14.4 
— 

610 
— 
90.8 
45.2 

2.00 
92.9 

4.09 

Q.805 

2.446 

22 
Inner-

Fin 

32 
15.9 
14.7 
0.635 

305 
1.14 

87.0 
46.2 

1.88 
163 

7.57 

0.80 
2.44 

25 
Inner-

Fin 

32 
15.9 
14.7 
0.635 

152 
1.14 

87.2 
46.2 

1.89 
163 

7.57 

0.80 
2.44 

30 
Inner-

Fin 

30 
12.7 
11.9 
0.508 

102 
0.76 

68.0 
37.4 

1.82 
107 

6.30 

0.80 

1 Length per full (360 deg) turn. 
2 An = irDjL 
3 Hydraulic diameter Dh - 4 (Ax ,)/WP 

1 Radial splines 
l Insert length = 0.76 m 
3 Insert length = 2.44 m 

JMomenclature-
A = area 
Cp = specific heat at constant pressure 
D = diameter 
/ = friction factor 
gc = gravitational constant 
G = mass velocity 
h = heat transfer coefficient 
J = mechanical equivalent of heat 
k = thermal conductivity 
Kf = load factor = J Ax X/L 
L = length 
WNU = Nusselt number = hrpDj/ki 

P = pressure2 

Q = heat transfer rate 
r = Martinelli and Nelson coefficients 
T = temperature 
v = specific volume 
w = mass flow rate 
WP = wetted perimeter 
x = refrigerant quality (fraction by weight in 

vapor form) 
X = heat of vaporization 
fj. = viscosity 
p = density 

Subscripts 

a = actual 
G = gas 
h = hydraulic 
i = inside 
L = liquid 
m = mean 
n = nominal 
o = outside 
TP = two phase 
w = wall to refrigerant • 
xs = cross-sectional 

Nv Prandtl number = Cp jx/k 
NRZ = Reynolds number = DiGl^i 
Nst = Stanton number = NNJ(Nne)(Npr) •• 

h/CpG 

2 Pressure drop APTP in equations (2) and (3) is in consistent units lb//(ft2) 
or Pa; pressure drop in figures is expressed for convenience as AP = APTP/L 
in psi/ft or Pa/m. 
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refrigerant quality (Ax), and defined hrp for all tubes as follows on 
the basis of inside diameter and nominal area: Q = hrp An ATW = 
wXAx, where An = irDiL. In most cases, Wilson plot data were gen
erated at several shell-side inlet temperatures; an average value of the 
Sieder-Tate equation constant was then calculated. 

The temperature of the refrigerant in the test section was about 
4.4°C (or 40°F, corresponding to a saturation pressure of 68.5 psig). 
The shell-side water flowrate and temperature were varied to control 
the changes in refrigerant quality (0.2 or 0.7) reported for each tube. 
Further details of the heat transfer loop and procedure are given in 
[14]. 

Heat T r a n s f e r R e s u l t s 
Smooth Tubes. Two series of tests were carried out with smooth 

tubes. The first, with tube 24A in the 2.44 m test section, was con
ducted in order to compare the present data with those of Anderson, 
et al. [7] who employed an identical tube. The second, with tube 24B 
in the 0.80-m test section, was carried out in order to provide data for 
a smaller diameter tube (similar to tubes 22 and 25), as well as for a 
shorter length, i.e., higher heat flux for a given change in refrigerant 
quality. 

The heat transfer results for smooth tube 24A in the long test sec
tion are shown in Fig. 3 for Ax = 0.2 and 0.7. In both cases, the data 
from the present investigation agreed closely with those of Anderson, 
et al. [7]. For Ax = 0.2 and 0.7, the present data were 4-11 percent and 
3-6 percent, respectively, above the Pierre correlation, and the lines 
had essentially the same slope. On the other hand, in comparison with 
other available correlations, it was found that the data for Ax = 0.7 
fell well below the correlation of Gouse [9], and well above the corre
lations of Dengler and Addoms [10], which were obtained for the 
evaporation of water in a vertical tube, and of Lavin and Young [11], 
whose correlation was extrapolated from the much higher mass ve
locity range employed in their tests. For Ax = 0.2, the anomalous data 
points at %\ = 0.8 and xi = 1.0 in the mass velocity range (G) of 150 
X 103 to 200 X 103 lb/(hr) (ft2), were omitted in calculating the cor
relating equation. Similar anomalous data were obtained by Anderson, 
et al. [7] near the region of superheat, due to the lower rates of heat 
transfer obtainable by gas convection. 

The heat transfer results for smooth tube 24B in the short test 
section are given in Fig. 4. The data for Ax = 0.2 and 0.7 all fell in the 
same range and were correlated by a single line which, however, fell 
between the Pierre correlations for Ax = 0.2 and Ax = 0.7. Compar
ison of the data for the short and long test sections shows that the heat 
flux is significantly higher for the former case, particularly for Ax = 
0.7. However, while heat flux is represented as an independant vari
able in the Pierre correlation [8] within the load factor term as the 
ratio (Ax/L). 

heat flux : Q UJXAX 

irDiL irDiL 
(6) 

it appears that the Pierre correlation does not adequately describe 
evaporative heat transfer in a short test section, particularly under 
conditions of high heat flux, as was also reported by Anderson, et al. 

[7]. 
It should be noted that the data for tube 24B (short test section) 

at Ax = 0.2 and 0.7 (Fig. 4) fell essentially on the same line as those 
for tube 24A (long test section) at Ax = 0.7 (Fig. 3). The (Ax/L) ratio 
for the three cases is about 0.1,0.3, and 0.1, respectively, which values 
are comparable and proportional to the heat flux as shown above. 

The oil content of the refrigerant in the heat transfer loop was de
termined using a similar procedure as that employed by Anderson, 
et al. A sample was taken in an evacuated copper tube 0.6 m down
stream of the test section. The oil content averaged 0.125 percent, 
while that reported by Anderson et al. was 0.001 percent. Since their 
heat transfer data agree closely with the present data, it appears that 
the effect of oil content in the range 0.001 to 0.1 percent is insignifi
cant. 

Tubes with Star-Shaped Insert and with Internal Fins. The 
comparative heat transfer results for the smooth tubes (24A and 24B), 
the tube with the star-shaped insert (24C), and the internally-finned 
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Fig. 3 Comparison of heat transfer data for smooth tube 24A in the 2.44-m 
test section for A x = 0.2 and 0.7 with Anderson, et al. data [7] and Pierre 
correlation. Conversion factors: [g/s-m2] = (1.356)[lb/(hr) (ft2)]; [W/m2-K] 
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Fig. 4 Heat transfer data for smooth tube 24B in the 0.80-m test section. 
Conversion factors: [g/s-m2] = (1.356) [lb/(hr) (ft2)]; [W/m2-K] = (5.678) 
[Btu/(hr)( f t2)(°F)] 

tubes (22, 25, and 30) are summarized in Figs. 5-7, showing the data 
points for tube 25, with the other data points omitted for the sake of 
clarity. The data for Ax = 0.2 all fell in the same range and were cor
related by a single line for ease of comparison with data for the other 
tubes (Fig. 5). 

Based on the same length of heated test section, change in refrig
erant quality, and mass velocity range (65,000 to 270,000 g/s • m2), it 
was determined that: (1) The highest enhancements in heat transfer 
coefficient over the smooth tube were generally obtained with inter
nally-finned tube 25 (90 to 760 percent), and typically increased sig
nificantly with mass velocity. Tube 22 gave much lower enhancements 
(30 to 220 percent). The tighter spiralling in tube 25, resulting in in
creased turbulence effects, and the greater corner length per unit 
length of tube [11] providing more nucleation sites, would be expected 
to result in improved heat transfer performance well beyond the in
crease in surface area of about 90 percent (Table 1) due to the presence 
of the fins in these tubes. (2) The heat transfer coefficient enhance
ments for internally-finned tube 30 (120 to 160 percent) in the short 
test section were generally almost as""high as those for tube 25 (90 to 
460 percent) under similar conditions. (3) Significant heat transfer 
enhancements (40 to 370 percent) were achieved with tube 24C 
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(smooth tube with the star-shaped insert), but these decreased with 
increasing mass velocity. This may be due to the fact that the radial 
splines separate the tube into five separate compartments, and thus 
limit the degree of mixing which would normally occur with increased 
flow rate were the tube not compartmentalized. In addition, while the 
presence of the radial splines increased the surface area by about 100 
percent and created more nucleation sites for evaporation (Fig. 1), 
the efficiency with which the splines transferred heat was probably 
reduced due to the presence of a temperature gradient along the 
splines, their base being at a higher temperature than their point of 
joining. (4) Because of the lower heat transfer coefficients obtained 
with the smooth tubes in comparison with the other tubes, higher 
water temperatures were required to obtain the same heat transfer 
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Fig. 5 Comparison of heat transfer data for tubes in the 0.80-m test section 
for Ax = 0.2. Conversion factors: [g/s-m2] = (1.356) [lb/(hr> (ft2)]; [W/m2-K] 
= (5.678) [Biu/(hr) (ft2) (°F)] 

rate, and this resulted in higher temperature differences between the 
wall and refrigerant (ATW). 

Discussion. In the Pierre correlation, the heat transfer coefficient 
hrp is directly proportional to the mass velocity G, i.e., the exponent 
for G and the slope are equal to 1.00. The smooth tube data in Pigs. 
3 and 4 gave correlating lines with slopes of 0.95 to 1.04, essentially 
parallel to the Pierre correlation. However, the slope for tube 24C 
(smooth tube with star-shaped insert) was much lower (0.59 to 0.91) 
while the slopes for the internally-finned tubes were generally much 
higher than 1.00, up to 1.71 for tube 25. The relative slopes are evident 
in Figs. 5-7. Anderson has reported in the discussion section of [12] 
that the slope increases with increasing exit refrigerant quality from 
1.0 at %2 = 0.4 to 1.5 at x2 = 0.8. 

Based on the heat transfer data from this investigation, attempts 
were made to empirically correlate the two-phase evaporative heat 
transfer coefficient with the mass velocity (G), exit refrigerant quality 
(x2) and the change in quality {Ax). The best fit was obtained by 
plotting hrp versus [Gx2/(Ax)ob] or [G(x2/Ax)0B], and was inde
pendent of the test section length over tire Ax range of 0.2 to 0.7 [14]. 
The correlation coefficients were higher than 0.9. The use of such 
groups would overcome the disadvantage of the Pierre correlation in 
that local, rather just average heat transfer coefficients could be cal
culated. These groups could also be incorporated into dimensionless 
numbers such as the Reynolds and Stanton numbers. Because this 
investigation was limited to tests with one refrigerant only, and its 
objective was primarily to compare the performance of the. selected 
tubes rather than to study the effect of specific variables such as re
frigerant quality, it is recommended that researchers working on the 
fundamentals of evaporative heat transfer investigate the further 
development of such correlations. 

Pressure Drop Results 
Smooth Tubes. Pressure drop data for smooth tube 24A in the 

2.44-m test section (2.74m between the pressure taps) are shown in 
Fig. 8. The pressure drop (expressed as AP = APTP/L, i.e., pressure 
drop per unit length between pressure taps) increased significantly 
with the mass velocity, and with the exit refrigerant quality. 

The present data for smooth tube 24A generally agreed closely in 
each case with the data of Anderson, et al. [7], and with the Pierre 
correlation [8], but were well below the Martinelli and Nelson corre
lation [13], as was the case for smooth tube 24B in the short test sec
tion [14]. It should be noted that the pressure drop (psi/ft) was higher 

lb/ Ihrllft' 
Fig. 6 Comparison of heat transfer data for tubes in the 0.80-m test section 
for Ax = 0.7. Conversion factors: [g/s-m2] = (1.356) [lb/(hr) (ft2)]; [W/m2-K] 
= (5.678) [Btu/(hr) (ft2) (°F)] 

GxIO"3 lb / (hr)(ft2) 

Fig. 7 Comparison of heat transfer data for tubes in the 2.44-m test section 
for Ax = 0.2. Conversion factors: [g/s-m2] = (1.356) [lb/(hr) (ft2)]; [W/m2-K] 
= (5.678) [Btu/(hr) (ft2) (°F)] 
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for the short test section (1.07m between pressure taps), mainly be
cause the acceleration effect was much higher in this case per unit 
length of tube. 

In the Pierre pressure drop correlation, equations (3-5), the fric-
tional pressure drop term is strongly dependent on the inside diameter 
of the tube, (unlike the heat transfer case in which the dependence 
is small or non-existent), while the acceleration term is independent 
of the inside diameter. Because of the relatively wide range of inside 
tube diameters tested (11.9 to 16.9mm), and the close agreement of 
the present smooth tube data with the Pierre correlation, smooth tube 
pressure drops calculated using the Pierre correlation have been used 
as the basis for comparison of the performance of the other tubes 

[14]. 
Smooth Tube with Star-Shaped Insert. Pressure drop data for 

tube 24C are compared with calculated smooth tube data in Fig. 9. 
The data for tube 24C in the short and long test sections were corre
lated by the same line. The pressure drop increases over the corre
sponding smooth tube test section were very high, largely due to the 
reduced (by ~40 percent) cross-sectional flow area. The pressure drop 
increases over the corresponding smooth tube for the short test section 
ranged from 320 to 1500 percent, and for the long test section from 
540 to over 2000 percent. 

Internally-Finned Tubes. Pressure drop data for tube 22 in the 
short and long test sections were correlated by the same line, as shown 
in Fig. 10. The pressure drop increases over the smooth tube ranged 
from 10 to 290 percent. The pressure drop increases for tubes 22 and 
25, which are identical except for pitch were generally similar (data 
for tube 25 also shown in Fig. 10). In contrast to the 40 percent re
duction in cross-sectional flow area caused by the insert in tube 24C, 
the corresponding reduction for tubes 22, 25 and 30 was only 3.5 
percent, which in part explains the much lower pressure drop in
creases. The pressure drop increase of tube 30 over the corresponding 
smooth tube ranged from 40 to 150 percent. 

Discussion. The pressure drop data reported above include en
trance and exit effects, frictional losses and the acceleration loss. Since 
there was a contraction in the cross-sectional flow area at the entrance 
to the test sections and an expansion at the outlet [14], their effects 
were estimated using standard techniques [15] involving contrac
tion-loss and expansion-loss coefficients. The maximum pressure drop 
due to contraction and expansion (for tube 30) was found to be 7.5 
percent of the measured total pressure drop which is well within ex
perimental error, while with the other tubes, this loss was found to 
be negligible. Therefore, entrance and exit effects in the test section 
have been neglected. 

The acceleration and frictional losses were calculated using the 
Pierre correlation given earlier. It should be noted that, in terms of 
pressure drop per unit length of tube, the frictional loss has a relatively 
low dependency on length (inversely proportional to L0-25), while the 
acceleration loss has a high dependency (inversely proportional to L). 
Therefore, the acceleration loss is much greater for the short test 
section than for the long one. The relative magnitude of the frictional 
and acceleration losses for 14.5 and 11.9 mm ID smooth tubes is il
lustrated in Table 2. 

The following conclusions may be made based on the data in Table 
2. Relative to the frictional loss, the acceleration loss: (1) increases 
with mass velocity, (2) decreases with exit quality, (3) increases with 
quality change, (4) decreases with the test section length, and (5) in
creases with inside diameter. 

For the short test section with the 14.5 mm ID tube, the acceleration 
loss ranged from 17 to 49 percent of the total pressure drop, and for 
the long test section from 9 to 32 percent. Since the acceleration loss 
should not vary much with or without small fins at a given inside di
ameter, it is the frictional loss which is the primary cause of increased 
pressure drop with the internally-finned tubes. This explains why the 
measured pressure drops per unit length of tube were relatively in
dependent of the total test section length under given flow condi
tions. 

The performance of the smooth tube with the star-shaped insert 
(tube 24C) is compared with that of internally-finned tubes 22, 25 and 
30 in Table 3 at the intermediate mass velocity of 100,000 lb/(hr) (ft2) 
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Fig. 8 Comparison of pressure drop data for smooth tube 24A in the long test 
section with data of Anderson, et al. 171 and the Pierre, and Martinelli and 
Nelson correlations. Conversion factors: [g/s-m2] = (1.356) [lb/(hr) (ft2)]; 
[Pa/m] = (2.262 X 10") [psi/ft] 
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Fig. 9 Comparison of pressure drop data for smooth tube and tube 24C 
(smooth tube with star-shaped insert) in the short and long test sections. 
Conversion factors: [g/s-m2] = (1.356) [lb/(hr) (ft2)]; [Pa/m] = (2.262 X 10") 
[psi/ft] 
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Fig. 10 Comparison of pressure drop data for smooth tube and tubes 22 and 
25 in the short and long test sections. Conversion factors: [g/s-m2] = (1.356) 
[lb/(hr) (ft2)]; [Pa/m] = (2.262 X 10") [psi/ft] 

using an enhanced performance ratio based simply on the ratio of the 
heat transfer enhancement to the pressure drop increase. It is clear 
that the heat transfer enhancement for tube 24C was significantly 
lower than the pressure drop increase (enhanced performance ratio 
of 0.14-0.48), while that of internally-finned tube 25 was much greater 
giving an enhanced performance ratio in the range of 1.23 to 2.29. 
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Table 2 Comparison of frictionaland acceleration pressure drops for smooth tube1 calculated using the Pierre 
correlation 

Inside 
Diameter, 

mm 

14.5 

14.5 

11.9 

Tube 
Test 

Section 
Length,1 

m 

0.80 

2.44 

0.80 

Inlet 
Xl 

0.2 
0.4 
0.6 
0.2 

0.2 
0.4 
0.6 
0.2 

0.2 
0.4 
0.6 
0.2 

Refrigerant Quality 
Outlet 

X2 

0.4 
0.6 
0.8 
0.9 

0.4 
0.6 
0.8 
0.9 

0.4 
0.6 
0.8 
0.9 

Change 
Ax 

0.2 
0.2 
0.2 
0.7 

0.2 
0.2 
0.2 
0.7 

0.2 
0.2 
0.2 
0.7 

50,000 
accel. 

33 
23 
17 
40 

19 
12 
9 

25 

28 
19 
14 
35 

Pressure Drop Distribution,2 

Percent at Mass Velocity, 

fric. 

67 
77 
83 
60 

81 
88 
91 
75 

72 
81 
86 
65 

lb/(hr) (ft2) 
100,000 

accel. 

36 
26 
20 
45 

22 
14 
11 
28 

32 
21 
16 
39 

fric. 

64 
74 
80 
55 

78 
86 
89 
72 

68 
79 
84 
61 

200,000 
accel. 

41 
29 
23 
49 

25 
17 
13 
32 

35 
24 
19 
43 

fric. 

59 
71 
77 
51 

75 
83 
87 
68 

65 
76 
81 
57 

Conversion factor: [g/s-m2] = (1.356) [lb/(hr) (ft2)]. 
1 Length of heated test section; pressure drops measured over 1.07 and 2.74 m for short and long test sections, respectively. 
2 As a percentage of the total pressure drop 

Table 3 Comparison of heat transfer enhancement and pressure drop increase 

Test Section 
length, 

m 

0.8 

2.44 

Inlet 
Xl 

0.2 
0.4 
0.6 
0.2 

0.2 
0.4 
0.6 
0.2 

Refrigerant Quality 
Outlet 

* 2 

0.4 
0.6 
0.8 
0.9 

0.4 
0.6 
0.8 
0.9 

Basis.- G = 100 X 103 lb/(hr) (ft2) 

' Enhanced performance ratio - ( ' ^ i ™ e d M r p ) u n f i n n e d 

Change 
Ax 

0.2 
0.2 
0.2 
0.7 

0.2 
0.2 
0.2 
0.7 

24C 

0.33 
0.16 
0.14 
0.48 

0.48 
0.25 
0.23 
0.21 

Enhanced Performance Ratio1 for Tube 
22 

1.00 
0.76 
0.83 
1.53 

0.95 
0.76 
0.92 
0.78 

25 

2.29 
1.89 
1.64 
2.11 

1.23 

30 

1.06 
0.80 
0.80 
1.54 

- • 

Conclusions 
1 On t h e basis of t h e h e a t t ransfer a n d p res su re d r o p m e a s u r e 

m e n t s , in ternal ly-f inned t u b e 25 is clearly super ior in pe r fo rmance 

to t h e smooth t u b e wi th a s t a r - shaped inser t . 

2 T h e i m p o r t a n t factors which c o n t r i b u t e t o t h e h igh level of 

performance of tubes 25 and 30 include t h e low fins which cause only 

a small reduct ion in cross-sect ional flow area, a n d t h e t i g h t sp i ra l 

which increases t h e corner length per un i t l ength of t ube available for 

nuclea t ion of refr igerant vapor bubb les . 

3 Based on the results of the presen t investigation, it is concluded 

t h a t in ternal ly-f inned t u b e s should prove beneficial in t h e design of 

compact direct expansion water chillers and other equ ipmen t in which 

the refr igerant is evapora t ed inside t h e t u b e t o cool a fluid ou t s ide . 

Acknowledgment 
T h e au thors wish to t h a n k Mr. J . R. Russel l for his co-operat ion in 

the program, Mr. T . C. Carnavos for his m a n y helpful suggestions, and 

N o r a n d a Meta l Indus t r i e s for the i r sponso r sh ip of th i s invest iga

t ion. 

References 
1 Watkinson, A. P., Miletti, D. L., and Tarassoff, P. "Turbulent Heat 

A.I.Ch.E. Sympo-Transfer and Pressure Drop in Internally-Finned Tubes," 
slum Series, Vol. 69, No. 131,1973, pp. 94-103. 

2 Watkinson, A. P., Miletti, D. L., and Kubanek, G. R., "Heat Transfer 
and Pressure Drop of Internally-Finned Tubes in Turbulent Air Flow," ASH
RAE Trans., Vol. 81, Part 1,1975, pp. 330-349. 

3 Watkinson, A. P., Miletti, D. L., and Kubanek, G. R„ "Heat Transfer 
and Pressure Drop of Internally-Finned Tubes in Laminar Oil Flow," ASME 
Paper No. 75-HT-41,1975. 

4 Russell, J. J., and Carnavos, T. C , "Air Cooling of Internally-Finned 
Tubes," Chemical Engineering Progress, Vol. 73, No. 2,1977, pp. 84-88. 

5 Carnavos, T. C , "Cooling Air in Turbulent Flow with Internally-Finned 
Tubes," presented at the 12 National Heat Transfer Conference, Salt Lake City, 
Aug. 1977. 

6 "Thermodynamic Properties of Freon 22 Refrigerant (Chlorodifluo-
romethane)," E. I. DuPont de Nemours and Company Bulletin, Nov. 1972. 

7 Anderson, S. W., Rich, D. G., and Geary, D. F., "Evaporation of Re
frigerant 22 in a Horizontal 3/4-in. o.d. Tube," ASHRAE Trans., Vol. 72, Part 
I, 1966, pp. 22-36. 

8 Pierre, B., Kylteknisk Tidskrift, No. 3, May 1957, p. 129; "Flow Resis
tance with Boiling Refrigerants," ASHRAE J., Vol. 6, Sept. 1964, pp. 58 65, Vol. 
6, Oct. 1964, pp. 73-77. 

9 Gouse, W. S., and Dickson, A. J., Engineering Projects Laboratory Report 
DSR-8734-7, Massachusetts Institute of Technology, Dec. 1965. 

10 Dengler, C. E., and Addoms, J. N., "Heat Transfer Mechanism for Va
porization of Water in a Vertical Tube," Chem. Eng. Progress Symposium 
Series, Vol. 52, No. 18, 1956, pp. 95-103. 

11 Lavin, J. G., and Young, E. H., "Heat Transfer to Evaporating Refrig
erants in Two-Phase Flow," A.I.Ch.E. Journal, Vol. 11,1965, pp. 1124-31. 

12 Altaian, M., Norris, R. H., and Staub, F. W., "Local and Average Heat 
Transfer and Pressure Drop for Refrigerants Evaporating in Horizontal Tubes," 
ASME J O U R N A L O F H E A T T R A N S F E R , Vol. 82, No. 3,1960, pp. 189-198. 

13 Martinelli, R. C , and Nelson, D. S., "Prediction of Pressure Drop during 
Forced-Circulation Boiling of Water," Trans ASME, Vol. 70, No. 6,1948, pp. 
695-702. 

14 Kubanek, G. R., and Miletti, D. L., Noranda Research Centre Report 
340, 1976. 

15 McCabe, W. L., and Smith, J. C , Unit Operations of Chemical Engi
neering, McGraw-Hill, New York, 1956, pp. 74-83. 

452 / VOL. 101, AUGUST 1979 Transactions of the ASME 

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



A. G. Bathelt 
Graduate Research Assistant. 

R. Viskanta 
Professor. 

Fellow ASME 

W. Leidenfrost 
Professor. 

Heat Transfer Laboratory, 
School of Mechanical Engineering, 

Purdue University, 
West Lafayette, Ind. 47907 

Latent Heat-of-Fusion Energy 
Storage: Experiments on Heat 
Transfer from Cylinders During 
Melting 
Melting from an array of three staggered, electrically heated cylinders imbedded in a par
affin (n-octadecane) has been studied. The shape of the melting front has been deter
mined photographically, and the local heat transfer coefficients were measured using a 
shadowgraph technique. The experiments provide conclusive evidence of the important 
role played by natural convection on the timewise variation of the melt shape, the surface 
temperature and the instantaneous local as well as circumferentially averaged heat 
transfer coefficients around the imbedded heat sources. After a common solid-liquid in
terface is formed around the cylinders, natural convection circulation around each cylin
der interacts strongly with the other two cylinders. The arrangement of heat sources af
fects significantly the melt shape but the circumferentially averaged instantaneous heat 
transfer coefficients differ only by about 10 percent for the two arrangements studied. The 
experimental findings indicate that natural convection effects are important and should 
be considered in analysis and design of systems involving phase change. 

Introduction 

In this paper, experiments are described which are aimed at pro
viding quantitative data on heat transfer processes which occur when 
a solid is melted from multiple, horizontal heat sources. This study 
was motivated by the need to gain improved understanding of heat 
transfer during the charging phase of a thermal energy storage (TES) 
system which takes advantage of the latent heat-of-fusion of a phase 
change material (PCM) [1]. A relevant consideration in such systems 
is the effective utilization of the PCM by an optimum arrangement 
of tubes through which the working fluid is circulated. Good heat 
transfer characteristics between the transport fluid and the PCM for 
efficient thermal performance of a storage unit are also required. Data 
needed for the design of latent heat-of-fusion TES systems are not 
available. 

The current standard analytical approach in treating heat transfer 
during melting is to assume that conduction is the only heat transport 
mechanism [2-4], and only recently [5, 6] has the presence of natural 
convection in the melt region been taken into account. As a result, the 
solid-liquid interfaces formed a succession of concentric circles sur
rounding a cylindrical heat source. However, temperature variations 
in the liquid are of necessity present during heat transfer, and the 
temperature differences may be sufficiently large to generate 
buoyancy forces for unstable situations which could produce natural 
convection motions. The circulation in the liquid could have an im
portant bearing on the motion of the phase-change boundary and heat 
transfer. Recent experiments have provided conclusive evidence [6-8] 
that natural convection plays an important role in the melting of a 
solid surrounding an imbedded horizontal heat source. The aug
mentation or degradation of heat transfer that may occur as a result 
of melting around neighboring cylinders has not been studied. 

Natural convection is an important process in problems involving 
melting, and it is the purpose of this paper to point out some of its 
characteristics. To this end, heat transfer processes which occur when 
a solid is melted from multiple cylindrical heat sources are studied. 
Quantitative experimental evidence is presented on the effects of 
natural convection in the melt region and heat source arrangement 
on the motion of the phase change boundary, the interference between 

1 Contributed by the Heat Transfer Division of the AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the AIAA/ASME Thermophysics 
and Heat Transfer Conference, Palo Alto, Calif., May 25-26, 1978. Revised 
manuscript received at ASME Headquarters July 19, 1978. Paper No. 78-
HT-47. 

plumes above adjacent cylinders and the local heat transfer when 
three horizontal cylinders were heated electrically. A paraffin (n-
octadecane, C18H38; Tf = 301.15 K) was chosen as a test material 
because the liquid is transparent allowing for optical and photographic 
observation of the melt zone, and for the fact that paraffins have been 
suggested [9] as phase-change-materials for thermal energy storage 
systems which take advantage of the latent-heat-of-fusion of the 
storage medium. Another reason for using a paraffin, such as n-oc
tadecane, is that it's physical and transport properties are well es
tablished [10] and thus facilitate the proper nondimensionalization 
which is necessary in generalizing the results. In addition, ra-octade-
cane has a fusion temperature which is conducive for reducing the heat 
losses from the test cell to the ambient laboratory environment. 

E x p e r i m e n t s 
Test Apparatus and Test Procedure. The main part of the test 

cell, a U-shaped aluminum frame 4.0 cm thick with inside dimensions 
of 16.2 X 13.2 X 4.0 cm, was attached to a rectangular base-plate which 
could be adjusted in vertical direction at its four corners for precise 
leveling. The front and back sides of the cell were made of plate glass, 
0.6 cm thick, to allow for visualization, photographing and optical 
observation of the phenomena taking place during phase transfor
mation. The sealing was accomplished by placing an o-ring between 
the aluminum frame and the glass plate. In order to press the glass 
plate uniformly against the U-shaped frame a collar was machined 
to the main frame on each side to accommodate an aluminum 
stress-relief strip which was pressed against the edges of the glass plate 
by screws. 

To reduce natural convection from the test cell a second glass plate 
was installed on each side of the cell. The air gap between the two 
vertical glass plates was selected to minimize heat loss from the cell 
to the ambient environment. The top of the test cell was closed with 
a plexiglass cover. A screen was hinged to this cover which could be 
turned and placed parallel to the window facing the camera. This 
arrangement was used when the solid-liquid interface was photo
graphed. For photographing the shadowgraphs the second screen was 
used. The first screen was removed from the optical path by turning 
it upwards, see Fig. 1. 

Electrical cartridge heaters, 0.64 cm OD, were employed as heating 
elements. The heaters were inserted in snugly fitted brass tubes, 1.9 
cm in outside diameter. The 4.0 cm long tubes with the heater inside 
were then installed in the test cell. Holes were drilled in one of the 
glass plates for bringing out the power leads of the heating elements 
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and the thermocouple wires. The holes were then sealed to prevent 
the leaking of molten paraffin from the cell. A schematic diagram of 
the staggered, three cylinder arrangement used in the experiments 
is shown in Fig. 2. 

The wall temperatures were measured by Chromel-Constantan 
thermocouples. Small diameter, 1.0 mm OD, holes were drilled axially 
and radially in the brass tube and then the thermocouple junctions 
were brought to the surface, soldered and the surface polished. The 
thermocouples were located at 8 = 0, 90,180 and 270 deg. A shadow
graph system, shown schematically in Fig. 1, was employed for ob
serving the melting front and for measuring the local heat transfer 
coefficient at the surface of the cylinder [11]. The system has been 
found to be satisfactory in preliminary experiments [6]. 

The test cell was filled with liquid n-octadecane (99 percent pure, 
Humphrey Chemical Co., North Haven, CT) and given sufficient time 
to solidify and reach uniform ambient temperature throughout in a 
temperature controlled laboratory environment. The initial tem
perature of the solid was maintained close to the melting temperature 
and was typically a maximum of only a couple degrees Kelvin lower 
than the melting temperature. Therefore, the small subcooling (Tf 
- T;) is not expected to have much effect on the melting front motion. 
Each experiment was performed at constant electrical power input 
(constant heat flux) to the heater. Precautions were taken not to en
trap any air as the liquid solidified. This was done by vibrating the 
test cell during freezing of the PCM. No entrapped air was observed 
to form a cavity. The maximum beam deflection and the motion of 
the melting front were recorded photographically. 

Data Reduction. If a parallel light beam enters a uniform test 
section it remains so toward the screen. During the melting process, 
however, the material in the test section is nonuniform due to tem
perature gradients which cause a change of index of refraction of the 
PCM. Since the light beam remains deflected outside of the test cell, 
the displacement on the screen can be' minimized by moving the 
screen as close as possible to the exit of the test section in contrast to 
studying heat transfer around the heat source where a large dis
placement is necessary for a quantitative evaluation of the photo
graphs. In that case, a sufficient distance between test section and 
screen has to be maintained. 

The path of light in a nonisothermal medium can be calculated from 
the geometrical optics theory [11]. For a system where changes in the 
index of refraction n and of the temperature in the axial direction are 
negligible in comparison to the radial direction, the geometrical optics 
theory yields the distance Y of the deflected light beam on the 
screen 

Screen I 

ndT dr 
(1) 

For a horizontal cylinder of radius R the local Nusselt number Nu 
defined by 

2(dTe/dr)RR 
Nu = - -

(Tw - Tf) 

can be expressed in terms of observed and known quantities as 

dT 2RY N u : 
dn £L(TW- Tf) 

(2) 

(3) 

Light Pinhole 
Source Camera 

o 
Lens L J 

Screen 2 
Fig. 1 Schematic diagram of shadowgraph system 

/ LIQUID \ 

/ 'A 

Deforming 
Sol id-Liquid 
Interface 

g 

Fig 2 Schematic diagram of (a) three cylinder arrangement and (b) coor
dinate system 

where Tw is the cylinder surface temperature. The distance Y is de
termined from the photographs made during the melting process. A 
more detailed discussion of the theoretical basis of the shadowgraph 
technique is given elsewhere [11]. 

There were unavoidable heat losses from the heating elements to 
the test cell walls. The length to diameter ratio of the heated cylinder 
was relatively small. A longer cylinder would have been preferrable. 
The choice was a compromise between the heat losses from the ends 
and the ability of the shadowgraph to give results at times when the 
melt layer is relatively thin. The shadowgraph technique only yields 
results when the tangent of the deflection angle is less than twice the 
thickness of the melt layer divided by the length of the cylinder. The 
heat losses from the ends of the heated cylinders were estimated from 
the heat input, heat transfer coefficient and temperatures measured 
along the cylinders. All of the heat transfer parameters containing heat 
input were corrected for these losses. The uncertainty in the heat 

- N o m e n c l a t u r e . 
c = specific heat 
D = cylinder diameter 
Fo = Fourier number, at/R2 

Gr = Grashof number, gf$(Tw - Ta)D
3/p2 

Gr* = modified Grashof number based on 
heat flux, gPqD*/i>2k 

g = acceleration of gravity 
Ah/ = latent heat of fusion 
k = thermal conductivity 
L = length of the heat sources (cylinders) 
£ = distance between test cell and screen 

q = heat flux 
n = index of refraction 
R = radius of the cylinders 
Ra = Rayleigh number, GrPr 
Ra* = modified Rayleigh number, Gr*Pr 
Ste = Stefan number, cqR/kAhf 
T = temperature 
t = time 
a - thermal diffusivity, k/pc 
/? = thermal expansion coefficient 
9 = dimensionless temperature, (Tw — Tf)-

KqR/k) 

8 = polar angle, see Fig. 2 
v = kinematic viscosity 
p - mass density 
T = dimensionless time, Ste-Fo 

S u b s c r i p t s 

/ = fusion (melting) 
i = initial. 
£ = liquid 
s = solid 
w = wall 
°° = free stream 
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input, which is needed to evaluate the Stefan and Rayleigh numbers,
is estimated to be about 5 percent and is due primarily to the lack of
precise knowledge of the thermal conductivity of the electric cartridge
heater and the thermal contact resistance between the ends of the
brass sleeve heater and the test cell wall.

A number of experiments for different wall heat fluxes have been
performed with three cylinders (in two rows) imbedded in a PCM.
Three rows of cylinders were not considered because after a common
solid-liquid interface is fOl'med, the solid would lose support, descend
down onto a lower row of cylinders and result in a totally different
physical arrangement. Two different staggered arrangements have
been considered to examine the effects of natural convection and
plume interference on heat transfer and the melting front shape. The
pitch and the spacing ~sed are given in Table 1.

Results and Discussion
Melt Shape. A comparison of typical photographs illustrating the

solid-liquid interface positions at selected times for arrangements A
and B is given in Fig. 3. The shadows of the cylinders in the figure
appear to be slightly out of round. This is not due to faulty imaging
of the cylinders but due to the fact that the melting front was photo
graphed off a screen attached to the test cell instead of photographing
the cylinders directly. The actual contours of the cylinders in the
photographs are indicated with dashed curves on the photographs.
At early times (T = 1.2 not shown in figure) the shape of the phase
change boundary around an individual heat source is not influenced
by the presence of other sources [6,8]. However, the plumes are al
ready developed at the top of the cylinders. The melt regions are no
longer annular in shape because of natural convection. The effect of
heat source arrangement on the melt shape is clearly seen at T = 2.4.
For arrangement B a continuous solid-liquid interface has already
been formed while for A the cylinders still have separate melt zones.
This is due to closer spacing of the heat sources"for arrangement B,
see Table 1. The oscillation of the plumes above the cylinders is evi
dent from the photographs. Observations revealed no definite period
of plume oscillations. The dark lines visible in the photographs of
arrangement A at () = 270 deg and () = 90 deg for cylinders 1 and 2,
respectively, are the thermocouple and power leads.

Table I Cylindrical heat source arrangements used
in tests: D = 1.905 em

The overall shapes of the melt zones are different for the two heat
source arrangements at T = 3.6. For arrangement A the melt zones
extend into the vertical and for B into the horizontal directions. A
prolonged plume activity in a given direction produces non-uniform
local melting above the upper two cylinders. The very important role
played by natural convection in forming the melt zone is evident from
the photographs. Most of the melting occurs above and to the sides
of the heat sources with very little below. The upward motion of the
interface is driven at early times by the plume which rises from the
top of the heated cylinder, and at later times by circulation which
conveys the hot liquid to the upper part of the melt region. It appears
that the presence of natural convection reduces the melting below the
cylinders compared to that which would occur if heat transfer were
by pure conduction.

The positions of the solid-liquid interface at a succession of times
are plotted in Fig. 4(a). These melting front positions were taken
directly from the photographs. Inspection of the figure reveals that
at early times the melt regions are still separated. There is no de
tectable interaction, and the melting around the heat source occurs
as if the solid were infinitely large and there were no other sources.
At early times when heat transfer from the cylinder to the paraffin
is dominated by conduction the melt region is symmetrical about the
axis of the cylinder. As the heating continues and natural convection
develops, the annular melt zone becomes increasingly distorted. The
shapes of the molten regions shown in Fig. 4(a) for the cylinders at
early times before interaction begins to take place are different for
the same heat flux than those for SUNOCO P-116 wax [6]. The shapes
for n-octadecane are similar to those obtained by Sparrow, et al. [7]
for a eutectic of sodium nitrate and sodium hydroxide which has a
melting temperature of ~517 K. The larger initial subcooling of the
solid for the SUNOCO P-116 wax is considered to be the main reason
for the somewhat more slender and sharper molten region near the
top of the melt zone. The parameter cs(Tf - Till !:.hf can be used as
a measure of the importance of subcooling on the shape of the melt.
FOl' n-octadecane this parameter was a maximum of 0.03 while for
SUNOCO P-116 wax it was 0.4. This clearly indicates that very little
heat was required to bring n-octadecane to the fusion temperature
while a substantial fraction of heat input was needed for SUNOCO
P-116 wax.

As the Stefan number increases (see Fig. 4(b)) the solid above the
cylinder melts faster which changes the overall shape of the melt. After
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(b)
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T=2.4
T=1.2

(0)

(
Fig. 3 Comparison of mell shapes lor Ste = 1.25: (a) arrangement A and
b) arrangemenl B
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the liquid regions around the cylinders form a common boundary, the
natural convection about the lower cylinder 3 supports melting in the
region between and above cylinders 1 and 2. With increasing Stefan
number the natural convection circulation in the liquid becomes more
intense and influences the shape of the melt particularly in the region
between and above the upper two cylinders. The interaction between
the cylinders causes a shift of the symmetry from the axis of each
cylinder to the vertical plane passing through the center of cylinder
3. Observations have shown that the melting was very uniform along
the length of the heated cylinders. Only at very late times, after the
melt thickness above the heated cylinder had reached about 5 cm, was
there an observable (about 2 mm) difference in the melt layer thick
ness at the center of the test cell in comparison to the test cell wall.
This suggests that even though natural convection circulation in the
melt region is three-dimensional, the melting process is nearly two
dimensional.

The plumes which rose from the top of the heated cylinders were
unstable, unpredictable and affected the shape of the solid-liquid
interface. When the circulation was sufficiently intense, the plume
above cylinder 3 was influenced by the circulation between cylinders
1 and 2 and originated on the upper %(120 deg < () < 240 deg) part
of the cylinder. The plumes of cylinders 1 and 2 produced nonuniform,
jagged melting shapes above the upper two cylinders.

Cylinder Surface Temperatures. The results obtained showed
that there was relatively little variation in the surface temperature
Til' along the entire length of the cylinder, but there was some varia
tion of Til' with the angular position of 8. The maximum surface
temperature typically occurred at 8 = 180 deg, but the difference
between the maximum and minimum temperatures never exceeded
0.5 Kelvin even for the largest wall heat flux (Ste = 1.25). There were
also small temperature differences between the three cylinders. The
surface temperature variations with time for cylinder 1 under different
heating conditions are presented in nondimensional form in Fig. 5.
The dimensionless variables for correlating the data are suggested
by analysis [2] in which conduction was the only mode of heat transfer.
Fig. 5 shows that for Ste = 0.76 and Ste = 0.46 distinct overshoots in
the surface temperature are noted at approximately T = 1.3 and T =
0.8, respectively. The surface temperature decreases as creeping
motion sets in and natural convection develops and intensifies. Similar
type of overshoots have been observed during melting around a single
electrically heated cylinder [6,8] and in transient natural convection
heat transfer from a vertical plate [12] and a small diameter wire [13].
At late times the surface temperatures reach constant values inde
pendent of time. The temperatures for the lower cyli.nder 3 showed
similar trends with time but differed up to 1 K from those of the upper
cylinders 1 and 2. The fact that the surface temperatures do not fall
on a single curve for larger values of T is a clear indication that con-

0.20

0.18

0.16

0.14

0.12

® 0.10
St.

0.08 0 0.46
0 0.76

" 1.00
0.06 x 1.25

0.04

002

o''----'-----.J'----'---'----L---':---'---'

T
Fig. 5 Variation of dimensionless cylinder surface temperature for cylinder
1 with dimensionless time for arrangement A
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duction is not the only mechanism of heat transfer during melting of
n- octadecane.

The surface temperature of the cylinders for arrangement B were
practically the same as those for arrangement A. At intermediate
times (T < 2.0) the temperatures of the cylinders for Ste = 0.46 and
for Ste = 0.76 were about 1 K larger for arrangement A than for B
while at later times (T > 2.0) lower constant temperatures wer~
reached for Ste = 0.76 and 1.0. This difference was only about 0.5 K
and is attributable to changed natural convection patterns between
and above the upper two cylinders.

Shadowgraphs of the heated cylinders for arrangement B during
the melting process are shown in Fig. 6. The dynamic process of de
veloping natural convection is clearly evident from the photographs
for.Ste = 0.76. At early times (Fo = 0.578, Fig. 6(a)) the shadows are
symmetrical about the cylinder axis indicating that heat transfer is
solely by conduction. At a somewhat later time (Fo = 0.768, Fig. 6(b))
cells which have been formed at the upper part of cylinders are in
dicative of instability and initiation of natural convection. Study of
the still and motion picture shadowgraphs which have been made
revealed that the first indication of instability occured shortly before
the cylinder surface temperatures reached their maximum. The oc
curance of the peak surface temperature is considered to be associated
with the change from pseudo-conduction to fully developed natural
convection regimes. The smoke pictures and Mach-Zehnder inter
ferograms [14] for steady natural convection in a horizontal annulus
indicate an onset of change in the flow pattern in form of three-di
mensional vortices of unsteady oscillating kind in the transition re
gime between pseudo-conduction and fully developed natural con
vection. In the fully developed natural convection regime the motion

(0)

(b)
Fig. 6 Shadowgraphs illustrating development of natural convection during
the melting process for arrangement B with Ste = 0.76: (a) T = 0.44 and (bJ
T = 0.58
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returns to two-dimensional form. The shadowgraph pictures shown 
in Fig- 6 also appear to indicate the growth of longitudinal vortices, 
a process which is expected to follow a thermal instability at the top 
of the cylinders. The overshoot is considered to be associated with the 
change of flow motion in the melt region surrounding the cylinder. 

Heat Transfer. The local Nusselt number can be deduced from 
the shadowgraphs of the type illustrated in Fig. 6. Since the light 
beams grazing the cylinder surface are deflected the most, they form 
the light zone around the dark shadow in the center. The distance on 
the screen from the cylinder surface to the light/dark boundary is 
directly proportional to the temperature gradient at the cylinder 
surface (r = R) and therefore to the local Nusselt number. It should 
be emphasized that the nature of the shadowgraph technique allows 
determination of only the average surface temperature gradient, 
(dT/dr)r=R, °ver the entire length of the heated cylinder, see equation 
(1). Therefore, any nonuniformities in the gradient along the cylinder 
axis as a result of heat losses from the test cell walls are already ac
counted for, and the Nu numbers given in the paper should be con
sidered as averaged values over the cylinder length. The diameter of 
the cylinder was used as the characteristic dimension in the param
eters correlating the heat transfer data. However, since the melt 
(liquid) region is not infinite in volume but its shape and size change 
continuously with time the diameter may not be the appropriate 
characteristic dimension for correlating the data. 

For small values of dimensionless time T conduction is the only 
mechanism of heat transfer. During this phase of the melting process 
it may not even be entirely appropriate to use the concept of the heat 
transfer coefficient defined by equation (2) since there is no convec
tion in the melt region, and because initially, at T = 0, Tw — Tf could 
be negative or approach zero. As the heat input into the system (T) 
increases the local heat transfer coefficient decreases monotonically 
and becomes circumferentially nonuniform as a result of natural 
convection [8,10]. A comparison of local heat transfer results is pre
sented in Fig. 7 in terms of standard parameters for correlating natural 
convection heat transfer of the data. The data points are joined by 
a solid line for the sake of clarity. The results shown are for the case 
when a common solid-liquid interface has been formed around the 
cylinders and a nearly time independent average heat transfer coef
ficient has been obtained. Only results for cylinders 1 and 3 are in
cluded because the local Nusselt numbers for cylinder 1 and cylinder 
2 are antisymmetric about the vertical plane passing through the 
center of the arrangement, e.g., Nu(fl)|cyi.i = Nu(—6)\Cyi.z. 

Inspection of Fig. 7 reveals that the local Nusselt number around 
cylinder 1 is influenced more by the arrangement than the lower 
cylinder 3. This is attributable primarily to the altered natural cir
culation flow patterns between and above the two cylinders as a result 
of the change in geometry and the melt shape. No general trends are 

0.50r-

360 

Fig. 7 Comparison of local Nusselt number variation around the cylinders 
1 and 3 between arrangement A and B, Ste = 1.25 

discernible from the figure, with the exception that the Nusselt 
number, around cylinder 1 is greater for arrangement A than for B. 
The heat transfer coefficient is higher at the bottom than at the top 
of the cylinder. This is consistent with the results for natural con
vection from a single uniformly heated horizontal cylinder [15], but 
the Nu/Ra*1 '5 ratios during melting are about a factor of 1.5 lower 
than for natural convection in the liquid in the absence of phase 
change. This attributed to the changed natural convection flow field 
in a small, irregular melt region as compared to natural convection 
in an "infinite" volume of fluid. 

A somewhat clearer indication of the effect of the melt shape on 
heat transfer is presented in Fig. 8 where a fractional departure of 
Nu/Ra*1/5 from that of a single cylinder at the same heat input rate 
are compared. The data could not be clearly interpreted around the 
upper stagnation point of the cylinder because of light interference 
from adjacent cylinders. The dashed curves shown in the figure rep
resent estimated trends. The results clearly indicate that there is some 
degradation of heat transfer from that of a single cylinder for ar
rangement B but that there is somewhat more enhancement at the 
upper part of the cylinder for arrangement A. This is believed to be 
due to smaller interference with the flow field by the natural con
vection circulation around and between the upper two cylinders (see 
Fig. 3 for T = 3.6). 

The circumferentially averaged instantaneous heat transfer coef
ficients are presented in Fig. 9 in dimensionless terms. The results 
available for melting from a single cylinder [8] and for natural con
vection heat transfer from a 0.953 cm outside radius circular heat 
exchanger approximating a constant wall temperature boundary 
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Fig. 8 Fractional departure of heat transfer results for cylinder 3 from those 
for a single cylinder: Ste = 1.0 and T = 2.88 
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condition are also included for the purpose of comparison. The results 
show that in a three cylinder arrangement the heat transfer coefficient 
during melting is only a little higher for cylinder 1 than for 3. Even 
plotting the results (Nu/Ra*1/5) versus T (= Ste·Fo) did not collapse 
the data. This clearly indicates that the parameter T is not unique for 
correlating heat transfer data during melting. The dimensionless time 
T is appropriate only for correlating heat transfer results in conduction 
dominated processes [2]. 

The results of Fig. 9 show that the average Nusselt number reaches 
a constant quasi-steady-state value for Fo > 2 even though the 
solid-liquid interface continues to move as the melting progresses. 
This suggests that the processes which occur do not contribute sig
nificantly to the overall thermal resistance to heat transfer. This 
finding is in agreement with available results [7] and indicates that 
the presence of other cylinders does not prevent achieving a quasi
steady-state value for the average heat transfer coefficient. The 
minimum in Nu/Ra*1/5 corresponds to the overshoot in the cylinder 
surface temperature (see Fig. 5). The instantaneous spatially averaged 
heat transfer coefficients determined during melting of a salt eutectic 
also showed a minimum [7]. 

The effect of cylinder spacing on Nu is relatively small. As expected, 
when heat transfer by conduction (small T) predominates Nu/Ra*1/5 
is practically independent of the arrangement and the heating con
ditions. The results available [10] but not included in the figure show 
that for corresponding Ste and Fo the parameter Nu/Ra*1/5 is on the 
average less than 10 percent smaller for the tighter arrangement B 
than A. 

Conclusions 
The results obtained provide conclusive evidence of the role played 

by natural convection on the heat transfer during melting of a solid 
from multiple cylindrical heat sources. Not only the local but also the 
average heat transfer coefficients and their timewise variation are 
influenced by convection. After a common solid-liquid interface is 
formed around the cylinders, natural convection circulation around 
each cylinder interacts with the other cylinders to influence the melt 
shape. 

In addition to natural convection, the heat source arrangement is 
an important factor in determining the melt shape. FOl' the tighter 
spacing of the cylinders the overall melt zone is extended primarily 
in the horizontal direction, while for the wider spacing the melt shape 
extends primarily in the vertical direction. Unsteady and unpre
dictable thermal plume behavior above the heat sources influenced 
not only the melt shape locally but also the natural convection in the 
liquid between and above the heat sources. 

The experimental investigation of heat transfer during melting of 
a solid from imbedded cylindrical heat sources provides quantitative 
description of the physical processes which occur during the transition 
from pure conduction heat transfer at the onset of melting to quasi
fully developed natural convection in the melt. 

The findings of this study indicate that for an effective utilization 
of a peM in a TES system the effects of natural convection and of 
tube arrangement are important and have to be accounted for in the 
design of such systems. 
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The theOl'etical prediction of the solid-liquid interface position is 
feasible during the early stages of melting when the melt zones are 
isolated but not after a common interface has been formed around 
the cylinders. The irregular shape of the melt region; the complexity 
of the natural circulation and mixing in the melt are some of the 
reasons for the difficulty in theoretical modeling. In practical systems, 
consisting of a large number of heat sources, the solid would lose 
support, descend onto a lower row of cylinders and create a totally 
different physical arrangement between the solid and the heat sources 
which would be extremely difficult to model analytically. 
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Investigation of Freezing of Salt 
Solutions in Cells 
Phenomena of salt rejection during freezing process of saline solutions included in cells 
were investigated analytically and experimentally as a problem of heat and mass transfer 
with phase change. By experiments of freezing of the aqueous solutions of 2.0-15.0 wt per
cent sodium chloride, three regions—a solid, a solid-liquid and a liquid—were recognized 
to coexist together in the freezing process. In the solid-liquid region, when freezing pro
ceeds, freezing fronts were found to occur stepwise within several adjacent cells. This phe
nomenon was due to the depression of the freezing point which was caused by salt rejec
tion in the cells. Furthermore, the mechanism of the freezing process was clarified in con
nection with the constitutional supercooling of the solution. The analytical solutions for 
the freezing problem of saline solutions were obtained by an approximation of using ap
parent heat capacity involving latent heat of fusion released in the solid-liquid region, 
and applying the procedure of Newmann's exact solutions for a semi-infinite body with 
phase change. 

1 Introduction 

Practical problems involving a phase change due to solidification 
are important in industrial processes such as casting of alloys, freezing 
of foodstuff, preservation of human blood, desalination of sea water, 
and many others. 

Phenomena occurring during the freezing of aqueous solutions are 
quite similar to those found in the solidification of metal alloys. In the 
constitutional phase diagram, when the slope of the liquidus and so-
lidus curves are negative, the equilibrium distribution coefficient takes 
a value in the region of zero to one. By solidification, therefore, solute 
is rejected at the solid-liquid interface and diffuses into the liquid 
region to form a solute-rich layer at the front of the interface. This 
phenomenon gives rise to depression of solidifying point, and some
times it induces instabilities of the interface due to a constitutional 
supercooling. On freezing of aqueous solutions, solute is rejected al
most completely, and the constitutional supercooling comes to appear 
more discernibly, compared with that in the case of solidification of 
alloys. This implies that the freezing front of an aqueous solution 
forms a rough surface by capturing the ice crystals at its surface and 
that there is the solid-liquid intermediate region, which contains the 
concentrated solutions in gaps among the ice crystals, between the 
solid and liquid regions. Therefore, freezing of aqueous solutions 
should be treated as a coupled heat and mass transfer problem with 
phase change. 

Stephan, et al. [1] derived the numerical solution for the heat 
conduction problem in solidification coupled with the secondary 
transformation, supposing that the solidifying temperature at the 
solid-liquid interface was a function of the transformation speed, and 
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illustrated the calculated results for the cases of solidification of a pure 
iron melt and freezing of an aqueous solution of sodium chloride. 
Comini, et al. [2] and Bonacina, et al. [3] presented a generally ap
plicable numerical approach to transient heat conduction problems 
with non-linear physical properties and boundary conditions. For 
solidification of a binary eutectic semi-infinite body, Cho, et al. [4] 
and Tien, et al. [5] solved the conduction equations by treating latent 
heat of fusion liberated over a range of temperature as internal heat 
generation and proposed the exact solutions. Muehlbauer, et al. [6] 
used the heat-balance integral method to obtain approximate solu
tions to the solidification of binary eutectic. The energy liberated in 
the two phase region was treated as a pseudo specific heat. Terwilliger, 
et al. [7] and Grange, et al. [8] treated the salt rejection in the freezing 
of aqueous solutions of sodium chloride as a heat and mass transfer 
problem with phase change, assuming that there are the solid and 
liquid regions in the freezing process of the salt solution. They ob
tained the analytical solutions of the temperature and the solute 
concentration within the liquid region by solving the conduction and 
diffusion equations, introducing the apparent solute distribution 
coefficient. 

The most troublesome points in this kind of problem with the solute 
rejection are in the complicated phenomena due to the constitutional 
supercooling. Instabilities at the interface caused by the constitutional 
supercooling lead to the formation of a rough surface and solute 
trapping, as already stated. Therefore, mass rejection at the freezing 
front which advances in the complicated state, is by no means de
termined solely by the equilibrium distribution coefficient, and is 
related with many factors. In the preceding papers [7,8], these have 
been discussed, but reasonable conclusions have not been ob
tained. 

This investigation uses cell walls which are impermeable. The two 
objectives of the study are as follows: First, we wish to clarify the 
mechanism of the freezing of aqueous solutions. By controlling the 
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constitutional supercooling by the artificial means of using cell walls, 
the freezing process is simplified phenomenologically and is treated 
as a problem involved with secondary transformations within a certain 
temperature range. The second objective is to study, fundamentally, 
the freezing of foodstuff which consists of the cellular materials. 
Freezing problem of aqueous solutions is also important in foodstuff 
industry, in respect of the appearance of the freezing zone, destruction 
of cell membrane due to the expansion of volume, etc. These phe
nomena seem to be dominant features in freezing of intracellular so
lutions where the motion of solutions and of the rejected solute are 
interfered by membrane. Our investigation is performed at this 
standpoint, and the model presented here is not meant to simulate 
the living cell. * 

2 T h e o r y 
2.1 Freezing Process of Salt Solution in Cells. Fig. 1 shows 

the schematic representation of the freezing process of the salt solu
tion included in cell groups. For simplicity, each cell is isolated by cell 
walls which are spaced equally perpendicular to the cooling sur
face. 

When the temperature of the liquid at a cell wall descends to the 
equilibrium temperature T, ' corresponding to the initial solute con
centration C; by cooling, the freezing of the solution starts and the 
solidification front grows with time in the cell. Simultaneously, salt 
segregation occurs, and solute rejected at the solid-liquid interface 
diffuses into the liquid phase. Concentration gradient of solute is zero 
at the end of each cell, and the bulk concentration of solute in the 
liquid part of the cell increases with time by the diffused-in solute. 
On the other hand, there is the equilibrium correlation between the 
solute concentration and the temperature of the salt solution at the 
solid-liquid interface, as shown in Fig. 2. Then, the freezing of the salt 
solution in the cell is followed by depression of the freezing point until 
the temperature of solute-rich region reaches the eutectic point, as 
shown by the dotted line in Fig. 1. 

These matters mentioned above suggest the following incidents: 
it seems probable that before freezing comes to an end in the foremost 
cell, freezing starts from next to next in the adjacent cells. Thus, the 
solid-liquid region, which is constituted by the partially frozen cells, 
appears between the solid or frozen region and the liquid region. This 
solid-liquid region, where freezing goes on, covers the temperature 
range extending from the equilibrium temperature corresponding to 
the initial solute concentration down to the eutectic point. In con
clusion, the stepwise freezing is the most characteristic phenomenon 
for the freezing of the solution included in cells. 

2.2 Distribution of Solid Fraction and Internal Heat Gen
eration in Solid-Liquid Region. To facilitate the treatment of the 
complicated phenomena in the solid-liquid region, the following as
sumptions are made: 

1 the gap of the cell is sufficiently small, and the distribution of 
the solid fraction within the solid-liquid region is considered to be 
continuous; 

2 the equilibrium state is established locally between the solute 
concentration and the temperature in the solid-liquid region; 

3 the equilibrium distribution coefficient is regarded as being 
approximately zero and the solute in the salt solution may be rejected 
completely by freezing. 
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C = solute concentration 
c = specific heat capacity 
/ = solid fraction 
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latent heat of fusion 
= constant defined by ij = ri\\/~i 
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q = heat generation defined by equation 
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T = temperature 
T;' = equilibrium temperature corresponding 

to the initial concentration of solute 
Te' = eutectic temperature 
t = time 
x = space co-ordinate 
•q = position of interface between the solid 

and the solid-liquid regions 

K = thermal diffusivity 
X = thermal conductivity 
p = density 
£ = position of freezing front 

Subscripts 

1 = solid region 
2 = solid-liquid region 
3 = liquid region 
0 = refers to x = 0 
i = denotes the initial condition 
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According to the above assumptions, and paying attention to the 
equilibrium correlation, C = g(T), between the solute concentration 
and temperature within the solid-liquid region, it may be reasoned 
that both the solid fraction, /, and the amount of internal heat gen
eration, q, corresponding to the latent heat of fusion released in the 
freezing zone are functions of the temperature only. 

Therefore, / and q are expressed as follows: 

f(T) 1 -
Ci 

1 -
g(Tj') 

g(T) 

q(T,t) = -p3L^-[l- / ( D ) = - P3Lk ^ 
ot ot 

(1) 

(2) 

where k 
dT 

g(Ti')} 

ig(T) 
Fig. 3 shows the relations between g(7Y)/g(T) and T for the various 

initial concentrations of the salt solutions. The values of k, which are 
obtained by the gradient of the solid line in this figure, change over 
a wide range. When the initial concentration of solute is comparatively 
high, it is assumed that k takes approximately a constant value, 
however here, the average values of k within a temperature range 
corresponding to the solid-liquid region are used for the calculations. 
Namely, internal heat generation in the freezing zone is a function 
of the cooling rate. This result has a significant meaning that the 
apparent heat capacity involving the term of internal heat generation 
may be substituted for the heat capacity in the conduction equation 
describing the energy balance of the solid-liquid region. 

2.3 Analysis. An exact solution is presented in this section for 
a semi-infinite body which is divided into the three regions: the solid 
or frozen region, the solid-liquid region where freezing is taking place, 
and the liquid region. Fig. 4 shows the schematic physical system and 
coordinate. 
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Ci 
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_ 0.02 

-10 -15 -20 TCO 

Fig. 3 Relations between g(T,')lg(T) and r for various initial concentra
tions 

TCO 

I _^T„(x,t) 
„^__ -—Tn(X.t'dt) 

X(m) 
1M f ( f d t ) «i(t) <i<t.dU 

Fig. 4 Schematic physical system and coordinate 

To simplify the mathematical manipulation for this problem, the 
following additional assumptions are made: 

4 The temperature and the solute concentration of the salt so
lution are initially constant, moreover, the temperature of the cooling 
surface is fixed during the freezing process. 

5 Heat flows along the *-direction only; i.e., a one-dimensional 
conduction problem is assumed. 

6 Convection, which is due to the density difference or volume 
change by freezing, is not considered. 

7 All physical properties of each region are assumed to remain 
constant, but may be different for different regions. For the solid-
liquid region, the average values are available in taking account of the 
distribution of the solid fraction. 

Upon these assumptions, the corresponding energy equations for 
the three regions are: 

dT d z T 
" (" = 1,2, 3) (3), (4), (5) 

dt ox2 

Xi 

where K2 = A2AC2P2 + kp3L) 

The initial and boundary conditions for this problem are 

Ti(0, t) = T0 

Ti(v, t) = T2(v, t) = 7V 

Tatt, t) = T3(£ t) = Tt' 
Ta(x, 0) = Tt 

'dT2\ , ldT3\ 

dxji \bXli 

To obtain the particular solutions for each region, the above con
duction equations are solved on several proper conditions in addition 
to equations (6-9). Then, the general solutions for three regions may 
be obtained by applying to the boundary conditions at the inter
faces. 

Suppose that both i) and £ are proportional to the square root of 
time t, that is, 

(6) 

(7) 

(8) 

(9) 

(10) 

(11) 

v = mVt, £ = n2Vt 

The solutions for this problem are 

(12), (13) 

(TV - T0)erfc -?= + T0erfc - ^ = - Te> 

T i = " 
2VKlt 2v^7 

(14) 

erfc 
" 1 

2V7i~ 

T2 = 

Ti'erfc m T/erfc - ^ = ) - (TV - Te')erfc - y = 
2V/C2 2 V K 2 / 2VK2t 

erfc / — erfc 
'2V72 2V72 

erfc 

T3=Ti-(Ti-Ti>)-
2 v ^ t 

(15) 

(16) 

erfc n2 

2V7o 

Furthermore, n\ and n2 are determined from the following simulta
neous equations 

M(Ti' - T0)e-<^'2V'^2 M T V - Ti)e-MW''>* 

SK[ erf 
2V^" 

erfc 
« i 

— erfc n2 WK 
2V72 " ' ' " 2V72] 

_ v W 3 £ | l - / ( 7 y ) ) 
(17) 
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3 Experimental Apparatus and Experimental
Method

A schematic diagram of the main part of the experimental instal
lation is shown in Fig. 5. In the sample container, which was made
from an acrylic resin hollow cylinder, 0.1 mm thick copper boards,
serving as cell walls, were installed with an equal spacing between each
other in the vertical direction. Between the wall of the container and
the edges of the boards, small gaps were made in order to avoid the
expansion of the sample due to freezing. A heat exchanger was
mounted on a brass plate adjoining to the top of the sample container.
The salt solution in the sample container was cooled downward by
a coolant passing through the exchanger. By regulating the temper
ature of the coolant, the surface of the salt solution was instanta
neously dropped and was maintained at constant temperature during
a run. An air chamber was put in the bottom section of the sample
container, so that the salt solution was ensured full contact with the
heat exchanger. The outside of the sample container was insulated
thermally by keeping at a vacuum of 2 X 10-3 mm Hg, using a vacuum
pump.

The temperatures were measured at fixed positions along the height
with copper-constantan thermocouples of 0.1 mm, which were in
serted in contact with the cell walls. Furthermore, two thermocouples
were located in the external coolant to regulate the temperature of
the coolant.

The experiments were performed at the constant surface temper
ature which is lower than the eutectic temperature, for the aqueous
solutions of the solute concentration of 2.0, 5.0, 10.0, and 15.0 wt
percent, by using the cells with spacing 2.0, 4.0, 6.0, and 8.0 mm, re-

spectively. In this experiment, the temperature profile and the growth
of freezing front with time were measured, moreover, the progress of
freezing of the salt solution was observed photographically. In addi
tion, to investigate the effect of the cell wall on the freezing of the salt
solution in the cells, the experiments on freezing of the salt solution
were performed also with no cell wall inserted in the sample con
tainer.

4 Experimental Results and Discussion
4.1 Observation of Freezing of Salt Solution. Fig. 6 shows a

picture of the freezing process for the 10 wt percent salt solution as
the typical result of the photographic observation. As is obvious from
this photograph, it is found that there are three regions, the solid, the
solid-liquid and the liquid regions in the freezing of the salt solution
included in cells. The solid region, which is a complete segregation
of ice and sodium, looks cloudy and can be easily distinguished from
the solid-liquid region. On the other hand, the boundary between the
solid-liquid region and the liquid region, is confirmed by the front of
the freezing zone.

For the solid-liquid region, the stepwise freezing in each cell does
not appear up to the expectation, but freezing fronts of the salt solu
tion could be discerned only within several cells. However, other
neighboring cells including no visible freezing front may be considered
anyhow to be incompletely frozen, because if entirely frozen, they
would turn to have a cloudy aspect. This suggests that the cell wall
cannot suppress the diffusion of solute enough efficiently to prevent
local constitutional supercooling of the salt solution, and it results in
formation of a rough surface and captivation of solute on it on account
of instabilities at the solid-liquid interface.

Fig. 7 shows a picture of the local discontinuous freezing of the salt
solution in the cells within the solid-liquid region. By the photographic
observations, the solid fraction in the cells declines in the opposite
direction to heat flow and for the case of the cell gap of 2 mm, the
formation of the solid-liquid interface is stable comparatively.
However, when the gap of the cell is wide, the constitutional super
cooling in the solid-liquid region has a tendency to lead to instabilities
at the solid-liquid interface and the formation of a rough surface in
volving a lot of the needle-shaped crystals.

Fig. 8 shows a picture after the time elapse of 1.5 hr for the freezing
of 10 wt percent NaCI solution in the sample container without the_._-
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Fig. 5 Schematic diagram of main part of experimental installation

Fig. 6 Freezing state of 10 wt percent salt solution for length of cell gap, 2
mm
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cells. In this case, at the very beginning of the freezing, a thin flat layer 
of ice was found at the surface of the cooling plate in the first period 
of few minutes. Then, small needle-shaped ice crystals generate at 
the interface, and grow gradually towards the liquid part to form the 
rough surface trapping the brine. As the time proceeds, the entrapped 
brine is further cooled and freezing continues until the brine tem
perature reaches the eutectic point. In this case also, the solid-liquid 
region appears between the solid and the liquid regions, but the 
mechanism of freezing is different from that in the presence of cells 
in the container. Furthermore, the front of the solid-liquid region does 
not advance with the constant equilibrium temperature corresponding 
to the initial solute concentration, but with the gradually depressing 
temperature due to appearance of a solute-rich boundary in the liquid 
region. 

These results imply that when cell walls are absent, the freezing 
process of the solution cannot be treated as a heat conduction problem 
concerned with the temperature-dependent secondary transforma
tions. 

4.2 Analytical and Experimental Results. Comparisons of 
the experimentally measured and analytically predicted results for 
a typical run using the 10 wt percent NaCl solution are shown for the 
case of Ts = — 25.0°C and the length of cell gap, 2 mm. 

Fig. 9 shows the experimental and analytical results of the growth 
of n and £ with time. The temperature at the interface T\ is —21.2°C 
and it is equivalent to the eutectic point of the salt solution. In this 
case, the experimental results for t\ were obtained by the visual ob
servations, as was stated previously, assuming the cloudy portion of 
the sample to be the frozen region. On the other hand, the experi
mental results for the freezing front £ were obtained by measuring the 
position of starting to freeze in the cell. Practically, £ varies discon-
tinuously with time, however, it is admissible that £ in terms of cell 
gap changes continuously. According to the experimental results, both 
t\ and £ were proportional to the square root of time. These experi
mental results agree approximately with the analytical results which 
are drawn with the solid lines in Fig. 9, except for the experimental 
results at the beginning of the freezing. These deviations are due to 
some difference in set-up of the constant surface temperature existing 
between the theory and the experiment. 

In Fig. 10, the experimental results for the temperature profile of 
the salt solution are compared with the calculated results from the 
analytical solutions. Close agreement between the observed and cal
culated values was obtained except for the early stage of the freezing. 
The temperature at ?/ is associated with the eutectic point Te' and the 
temperature at | is equivalent to the equilibrium temperature T; 
corresponding to the initial concentration of solute in the salt solu
tion. 

In this paper, the results are obtained for the case of Ts = —25°C 
and Ci = 0.1. Generally, the experimental results obtained in the 
freezing under the other operating conditions also agree well with the 
calculated results from the analytical solutions. However, for the case 
of large cell spacing, the experimental results of both ij and £ become 
larger compared with the analytical values as shown in Fig. 9. It is 
considered that the discrepancy of the experimental results from the 
calculated results is due to dependency of the thermal conductivity 
on the structure of the composite solid-liquid phase in the freezing 
zone. 

In practice, the freezing of the NaCl solution included in cells does 
not always appear stepwise, but takes place in formation of a layer 
consisting of pure ice and enclosures of the liquid brine. Moreover, 
the degree of the brine entrapment increases as the length of the cell 
gap increases, since the supercooling intensity is affected strongly by 
the length of cell gap. In spite of the difference of the freezing structure 
in the solid-liquid region, the values of the thermal conductivity used 
for calculation were estimated by assuming the solid-liquid parallel 
model with the stepwise freezing. 

In conclusion, it is needed to adopt such thermal conductivities for 
calculation that the practical structure of the solid-liquid region is 
taken into accounts. 

6 Conclusions 
From the analytical and experimental investigations for the freezing 
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Fig. 9 Experimental and analytical results of rj and £ 
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Fig. 10 Experimental and analytical temperature profiles 

of the salt solutions included in cells, the following conclusions may 
be described. 

1 Solute rejected by the frozen part leads to depression of the 
freezing point of the unfrozen part in the cell and instabilities at the 
solid-liquid interface due to the constitutional supercooling. Espe
cially, instabilities at the interface give rise to the formation of a rough 
surface and occurrence of solute trapping on it. 

2 The cell walls restrain or suppress the constitutional super
cooling of the salt solution in freezing and promote the discontinuous 
freezing. In connection with this, the degree of suppression increases 
with decrease of the length of the cell gap. 

3 It is found that there are three regions, the solid or frozen region, 
the solid-liquid region, and the liquid region. The two phases region, 
where freezing is taking place, extends over in the temperature range 
of the eutectic point to the equilibrium temperature corresponding 
to the initial solute concentration. 

4 The analytical solutions for this problem may be obtained by 
an approximation of using apparent heat capacity involving latent 
heat of fusion released in the solid-liquid region, and applying the 
procedure of Neumann's exact solutions for a semi-infinite body with 
phase change. 
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Transient Freezing of Liquids in 
Turbulent Flow inside Tubes 
The problem of freezing of a liquid in turbulent flow inside a circular tube whose wall is 
kept at a uniform temperature lower than the freezing temperature of the liquid is solved. 
The radius of the solid-liquid interface and the local wall heat flux are determined as a 
function of time and position along the tube for several different values of the Prandtl 
number and the freezing parameter. 

Introduction 

The problems of phase change involving melting and solidification 
have been of interest in numerous engineering applications. The exact 
solutions are available for only a few idealized situations. Purely nu
merical, electrical network analog, variational, perturbation and in
tegral methods of solutions have all been applied to solve such prob
lems. The analysis of phase change problems becomes more compli
cated when it involves freezing in internal flow; only a limited number 
investigation exists in this area. They include the works of Zerkle and 
Sunderland [1], Ozisjk and Mulligan [2], Bilenas and Jiji [3], Hwang 
and Sheu [4], which are for laminar or slug flow. The internal freezing 
for turbulent flow was studied only recently by Shibani and Ozi§ik 
[5,6] for the steady-state conditions. The transient freezing of liquids 
in internal turbulent flow is important in applications such as re
frigeration system design, hydraulics, cryogenics, liquid metal tech
nology, nuclear, mechanical and chemical engineering. Therefore, the 
purpose of this work is to investigate the freezing of liquids flowing 
in turbulent flow inside circular tubes under transient conditions. 

Analysis 
Consider a liquid flowing in turbulent flow inside a circular tube. 

Initially the liquid and the walls are at a uniform temperature T0. At 
the time t = 0 the tube wall in the region x > 0 is suddenly lowered 
to a constant temperature Tw which is less than the freezing tem
perature, Tf, of the liquid, and maintained at that temperature for 
times t > 0. The tube wall in the region x < 0 is kept at the initial 
temperature To- As a result of this temperature change the liquid 
begins to freeze in the region x > 0 at the inside surface of the tube 
and forms a solid layer whose thickness increases with both time and 
position along the tube. The solid-liquid interface always remains at 
the freezing temperature, Tf, (i.e., T0> Tf > Tw). 

Fig. 1 illustrates the problem under consideration. The following 
basic assumptions are employed in developing the formulation of the 
problem: (1) The flow is turbulent and fully developed. (2) The 
physical properties of liquid and solid phases phases are constant. (3) 
The thermal resistance of the tube wall is negligible. (4) The axial 
conduction, viscous dissipation and free convection are negligible (i.e., 
the axial conduction in the liquid phase is negligible for about Pe > 
100). (5) The variation of the liquid-solid interface, o(x,t), is a weak 
function of x and t. 

The energy equation for the liquid phase is given in the dimen-
sionless form as 

A 2 d 0 , 50 , I d 
a' f- u* — = 

1 \dd£ 

mm — 
077 

for 0 < ?) < 1, 

? > 0 and T > 0. 

The boundary and initial conditions are taken as 

0t = 0 at j] = 1, £ > 0, T > 0 

Me 
—- = 0 at TJ = 0, £ > 0, T > 0 
d?; 

e£ = i at£ = 0 0 < 7 ) < 1 , T > 0 

(1) 

(2a) 

(26) 

(2c) 
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Pig. 1 The coordinate system for freezing of liquid inside tube 

d( = 1 for r = 0, in the region (2d) 

In equation (1) the term v* dde/dy is neglected because of the as
sumption (5). The eddy diffusivity model for the variation of e(rj) with 
the distance from the wall and the power law velocity profile u* are 
the same as those described in [6]. 

The heat conduction equation for the solid phase is taken as 

A2 d6s d0, 
y-

l_d 

dT JJ drj \' d?) 

with boundary conditions 

for 1 < 7) < 1/A, J > 0 and T > 0 (3) 

0S(1/A,£,r) r > 0 (4a) 

0S(1,£, T) = 0 r > 0 . (46) 

In equation (3) the axial conduction is neglected because both surfaces 
of the freeze layer are at uniform temperature and the solid-liquid 
interface varies slowly with x according to assumption (5). 

Finally, the coupling condition at the solid-liquid interface is 

d6s _ d0£ 

drj 
A : 

dT 
Ste 

subject to the condition 

k*-
drj 

at ?7 = A, T > 0 (5a) 

A = 1 for T = 0. (56) 
The phase change problem described above by the system of 

equations (1-5) can be solved analytically as now described. 
The temperatures of the liquid and solid phase, 8e and Qs, are for

mally solved in terms of A from equations (1) and (3), respectively, 
by assuming A is a weak function of time and axial position. The ex
pressions for &e and 0S obtained in this manner are introduced into 
the interface equation (5) to obtain an ordinary differential equation 
for A. When this ordinary differential equation is solved subject to 
the condition A(r = 0) = 1 for each axial position, the location of the 
solid-liquid interface is determined as a function of time and position. 
The details of this procedure are as follows. 

Analysis for Liquid Phase. The Laplace transform of equations 
(1) and (2), when the dependence of A on time is neglected under the 
assumption (6), gives 

TjdTJ 
77f(?7) 

d8i 

drj 
AHpde 

Me 
l) = u* — 

a* 
and 

*(1,£,P) = 0 

(6) 

(7a) 

Journal of Heat Transfer AUGUST 1979, VOL. 101 / 465 Copyright © 1979 by ASME

Chul Cho 
M. N. Ozi~ik 

Department 01 Mechanical and Aerospace 
Engineering, 

North Carolina Siale University, 
Raleigh, N.C. 27650 

Transient Freezing of Liquids in 
Turbulent Flow inside Tu s 
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kept at a uniform temperature lower than the freezing temperature of the liquid is soh'ed. 
The radius of the solid-liquid interface and the local wall heat flux are determined as a 
function of time and position along the tube for several different values of the Prondt! 
number and the freezing parameter. 

Introduction 

The problems of phase change involving melting and solidification 
have been of interest in numerous engineering applications. The exact 
solutions are available for only a few idealized situations. Purely nu
merical, electrical network analog, variational, perturbation and in
tegral methods of solutions have all been applied to solve such prob
lems. The analysis of phase change problems becomes more compli
cated when it involves freezing in internal flow; only a limited number 
investigation exists in this area. They include the works of Zerkle and 
Sunderland [1], OZi§ik and Mulligan [2], Bilenas and Jiji [3], Hwang 
and Sheu [4], which are for laminar or slug flow. The internal freezing 
for turbulent flow was studied only recently by Shibani and OZi§ik 
[5,6] for the steady-state conditions. The transient freezing ofliquids 
in internal turbulent flow is important in applications such as re
frigeration system design, hydraulics, cryogenics, liquid metal tech
nology, nuclear, mechanical and chemical engineering. Therefore, the 
purpose of this work is to investigate the freezing of liquids flowing 
in turbulent flow inside circular tubes under transient conditions. 

Analysis 
Consider a liquid flowing in turbulent flow inside a circular tube. 

Initially the liquid and the walls are at a uniform temperature To. At 
the time t = 0 the tube wall in the region x ~ 0 is suddenly lowered 
to a constant temperature T w which is less than the freezing tem
perature, Tr, of the liquid, and maintained at that temperature for 
times t > O. The tube wall in the region x ~ 0 is kept at the initial 
temperature To. As a result of this temperature change the liquid 
begins to freeze in the region x ~ 0 at the inside surface of the tube 
and forms a solid layer whose thickness increases with both time and 
position along the tube. The solid-liquid interface always remains at 
the freezing temperature, Tr, (i.e., To> Tr > Tw). 

Fig. 1 illustrates the problem under consideration. The following 
basic assumptions are employed in developing the formulation of the 
problem: (1) The flow is turbulent and fully developed. (2) The 
physical properties ofliquid and solid phases phases are constant. (3) 
The thermal resistance of the tube wall is negligible. (4) The axial 
conduction, viscous dissipation and free convection are negligible (i.e., 
the axial conduction in the liquid phase is negligible for about Pe > 
100). (5) The variation of the liquid-solid interface, o(x,t), is a weak 
function of x and t. 

The energy equation for the liquid phase is given in the dimen
sionless form as 

t:.. 2 _+u*-=-- 1/£(1/)- forO:::; 1/:::; 1, 00 e 00 e 1 0 [ OOe] 
OT o~ 1/ 01/ 01/ 

~ ~ 0 and 7 > O. (1) 

The boundary and initial conditions are taken as 

Oe = 0 at 1/ = 1, ~ > 0, 7 > 0 (2a) 

OOe 
at 1/ = 0, ~ > 0, 7 > 0 (2b) -=0 

01/ 

Oe = 1 at ~ = 0, 0 :::; 1/ :::; 1,7 > 0 (2c) 

Fig. 1 The coordinate system for freezing of liquid inside tube 

Oe = 1 for 7 = 0, in the region (2d) 

In equation (1) the term v* oOe/01/ is neglected because ofthe as
sumption (5). The eddy diffusivity model for the variation of f(ll) with 
the distance from the wall and the power law velocity profile u * are 
the same as those described in [6]. 

The heat conduction equation for the solid phase is taken as 

A 2 oOs = ~* .!. ~ (n oOs) / L.l u ./ for 1 :::; 1/ :::; 1 t:.., 
07 1/ 01/ 01/ 

with boundary conditions, 

Os (1/t:.., ~,7) = Ow 7> 0 

Os(l,~, 7) = 0 7> O. 

~ > 0 and 7> 0 (3) 

(4a) 

(4b) 

In equation (3) the axial conduction is neglected because both surfaces 
of the freeze layer are at uniform temperature and the solid-liquid 
interface varies slowly with x according to assumption (5). 

Finally, the coupling condition at the solid-liquid interface is 

dt:.. [OOs Me] ~-= Ste k*---
d7 01/ 01/ 

at 1/ =~, 7 > 0 (5a) 

subject to the condition 

~ = 1 for 7 = O. (5b) 
The phase change problem described above by the system of 

equations (1-5) can be solved analytically as now described. 
The temperatures of the liquid and solid phase, Oe and Os> are for

mally solved in terms of ~ from equations (1) and (3), respectively, 
by assuming ~ is a weak function of time and axial position. The ex
pressions for Oe and Os obtained in this manner are introduced into 
the interface equation (5) to obtain an ordinary differential equation 
for ~. When this ordinary differential equation is solved subject to 
the condition ~(7 = 0) = 1 for each axial position, the location of the 
solid-liquid interface is determined as a function of time and position. 
The details of this procedure are as follows. 

Analysis for Liquid Phase. The Laplace transform of equations 
(1) and (2), when the dependence of ~ on time is neglected under the 
assumption (5), gives 

1 0 [ oBe] - oBe -- 1/£(1/) - - ~2(pOe..:-l) = u*-
1/ 01/ 01/ o~ 

(6) 

Contributed by The Heat Transfer Division for publication in THE JOURNAL and 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
October 3, 1979. 
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Be(1, ~,p) = 0 (7a) 
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oBe 
-(O,~,p)=O 
01/ 

- 1 
lIe(1/,O,pl =-

p 

where Of '" Oe(1/,~,p) and p is the Laplace transform variable. 

(7b) 

(7c) 

To remove the partial derivative with respect to the space variable, 
1/, the finite integral transform pair is defined as 

where the kernel Km (Am, 1/) is defined as 

K (A ) = 1{;(Am ,1/) 
m ",,1/ - VN (9a) 

(9b) 

and I/;(Am,1/) and Am are the eigenfunctions and eigenvalues of the 
following eigenvalue problem. 

subject to 

I/;(l,~) = 0 

01/; (O,~) = O. 
01/ 

(10) 

(l1a) 

(lIb) 

The eigenfunctions and eigenvalues of this eigenvalue problem are 
available in [6]; therefore, they are not reported here. 

The integral transform of the system defined by equations (6) and 
(7), by the application of the transform (8a) gives 

and 

o'IJe (A~ ) ~ -- + - + fl2p lie = fl21 
o~ 2 

~ 1-
lIe(Am,O,p) =-1. 

p 

(12) 

(13) 

To obtain this result the weight function u * is approximated by u * 
'" u * max = 1. The solution of equation (12) subject' to the condition 
(13), when the dependence of fl on ~ is neglected under the assump
tion (5), gives 

(14) 

where 

(15) 

The double transform of temperature Of given by equation (14) is 
inverted by the successive application of the integral transform and 
Laplace transform inversions to obtain the solution for the liquid
phase temperature IIf(1/,~,T) as 

lIe=_2'LK;[OKm/ ]X 
Am Am 01/ "= j 

X [e-A~</2 hiT - fl2~) + e-).~r1U,211 - hiT - fl2~)IJ 

where h represents the unit step function, i.e., 

hiT _ fl2~) = {I for T ;:0: fl2~ 
o for T ::; fl2~. 

(16) 

(17) 

Analysis for Solid Phase. Assuming that II Il is a weak function 
of time, equation (3) subject to the boundary conditions (4) is solved 
by the application of the integral transform technique [7J to obtain 
the temperature ('-'(1/ tTl for the solid phase as 

(18) 

where 

K
o

({3
m

,1/) = 71' (3mJO«(3m/Il)YO«(3m/ll) [Jo«(3m1/) - YO«(3m1/)]. 

V2 [1 _ J&«(3mlll ) ]1/2 J O«(3m/ll) Yo«(3m/M 

J5«(3m) 

(19a) 

N = (1/ 1l)2 R' 2«(3 1/1l) - ~ R' «(3 1) 
2 0m, 2 0m, 

(19b) 

R (3 - J O«(3m1/) _ YO«(3m1/) 
( m, 1/) - Jo«(3ml III YO«(3m/ Il) , 

(19c) 

(3m's are the positive roots of the transcendental equation 

J o«(3) _ Yo«(3) = o. 
J o«(31 Il) Yo «(3/ Il) 

(19d) 

_________ Nomenclature' ______________________________________________________________________ -

B "" dimensionless freezing parameter de
fined by equation (21) 

Cp = specific heat ofliquid 
H (T,Z) = dimensionless local heat flux as 

defined by equation (22) 
Ii = thermal conductivity 
Ii* = dimensionless thermal conductivity, 

"jile 
L = latent heat of melting 
PI' = Prandtl number 
I' = dimensional radial coordinate 
1'0 = pipe radius 

DUom 
Re "" Reynolds number, -v-'-

Ste = St.efan number, Cp(To - Tf)IL 
T = temperature 
To "" temperature at x = 0 
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u* '" dimensionless local velocity (local ve-
locity/bulk mean velocity) 

UO.m = mean velocity at x = 0 
x = dimensional axial variable 
a = thermal diffusivity 
a* '" dimensionless thermal diffusivity, 

aja 
(3m =' eigenvalues of solid phase 
o = radius of the liquid-solid interface 
Il = dimensionless radius of the liquid-solid 

. 0 
ll1terface, -

1'0 

E( 1/) = dimensionless total diffusivity, 
fH a+fH 

1 +-Pr=--
v a 

fH = eddy diffusivity of heat 

1/ = dimensionless radial coordinate, C o 
T '" normalized time variable, aet/1'5 

II = dimensionless temperature, 
T-Tf 

To-Tf 
Am = eigenvalues of liquid phase 
v '" kinematic viscosity 

c d' . I . I 2x <; = ImenSlOn ess aX1a variable, ---

Subscripts 

R '" liquid phase 
s =' solid phase 
w '" wall 

l'oPrRe 
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and the prime denotes derivative with respect to 71. 
Liquid-Solid Coupling Condition. The partial derivatives 

()Oe/()71 and ()OJ()71 appearing in the coupling condition (5a) are de
termined from equations (16) and (18), respectively, by differentiation 
with respect to 71 and introduced into equation (5a) to obtain the 
following differential equation for the determination of .6.( T ,~) 

~ = Ste {~_ 2B L: Jo((3~)Jo({3m/.6.~e-"·f3:"r/~2 
dT .6. fn.6. (Jm {32[JO ({3m) - J o ({3m/.6.)] 

+ 2 L: ~ (oKml_ )2[e-AfuU2h(T-Z) + e- Amr/2t:.2 
Am Am 071 "-1 

1(1- h(T-Z)I]} (20) 

where 

B __ hs 0 _ ~ (To - Tw) 
- he w - he (To - Tr) 

(21) 

and Am's and (3m 's are the eigenvalues for the liquid phase and solid 
phase, respectively. 

'fhe so:ution of equation (20), subject to the condition (5b), gives 
the dimensionless radius of the solid-liquid interface for each axial 
position ~. 

The dimensionless local transient heat flux, H(T,~), at the wall is 
then related to .6.(T,~) by 

where 

(23a) 

and 

q(T,O = -hs OTsl = _ hs(To-Tr) OOsl 
or r=ro 1'0.6. 071 "=1/t:. 

(23b) 

Results 
The location of the solid-liquid interface .6.(T,~) was determined 

from the Gaussian rules integration of equation (20) subject to the 
initial condition (5b) for each different value of f The first few ei
genvalues Am and the normalized eigenfunctions K(Am ,71) are deter
mined numerically and the rest are calculated according to the as
ymptotic formula given in [6]. Once .6.(T,~) was known, the dimen
sionless local heat flux could be calculated from equation (22). 
Computations were performed for a fixed value of Reynolds Re = 104 

since the variation of Reynolds number from 104 to 106 had negligible 
effect on the steady-state freezing problem studied in [6]. The effects 
of the Prandtl number on freezing was investigated over a wide range 
of the Prandtl number. 

Fig. 2 shows the solid-liquid interface, .6.(T,~), as a function of the 
time variable, (T - 0 Ste, at the location, ~ = 0.001, near the inlet of 
the tube for several different values of the Prandtl numbers and the 
parameter B. The increase of the value of the Prandtl number moves 
t.he curves upward and the increase of the parameter B shifts the 
curves to the left. This implies that the solid-liquid interface attains 
a given thickness at a slower rate for large value of Prandtl numbers 
and at a much faster rate for large value of B. The steady state or as
ymptotic values of the solid-liquid interface profile are indicated by 
dotted lines. The dimensionless. parameter B, defined by equation 
(21), is a measure of the ratio of the wall-to-freezing temperature 
difference for a given type of liquid. A large value of B corresponds 
either to a low wall temperature or a low inlet liquid temperature. The 
greater the value of B, the greater is the rate of freezing and the thicker 
is the freeze layer at any given position, ~. 

Fig. 3 shows the solid-liquid interface profile for the Prandtl 
number, 0 ~ Pr ~ 1000, at the location, ~ = 0.001, near the inlet of the 
tube for the fixed value of the parameter, B = 10. As the Prandtl 
number increases, the thickness of the freeze layer becomes thinner. 
The reason for this is that the rate of heat removal from the liquid 
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region is larger with higher Prandtl number than for lower Prandtl 
number at the given axial location. 

Fig. 4 shows the profile of solid-liquid interface, .6.(T,~), as a function 
of the time variable at the various axial locations for the fixed value 
of low Prandtl number, Pr = 0.01, and the parameter B's. The in
creasing value of B shifts the curves to the left, which implies that at 
any position,~, the solid-liquid interface attains a given thickness at 
a much faster rate for large values of B. 

Figs. 5 and 6 show a plot of the dimensionless local heat flux, H(T,~), 
as a function of the time variable at different axial locations and for 
several different values of Prandtl number for the fixed value of the 
paramet.er B = 5. The steady-state values of the dimensionless local 
heat flux are also shown by dotted lines in these figures. 

Because of the simplifying assumptions introduced in the analysis 
regarding .6. being a weak function of ~, the solution may not be ac
curate for extremely fast rate of freezing, characterized with very large 
values of the parameter B (i.e., if the blockage is expected to occur, 
say within few diameters from the inlet). Therefore, results for very 
large values of B are not included in Figs. 2 to 4. The solution is also 
not applicable beyond a time when the flow passage opening at any 
position, ~, reaches near closure. 
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Calculation of Variable Property 
Turbulent Friction and Heat Transfer 
in Rough Pipes 
A numerical calculation method for turbulent flow in rough pipes is developed. A mixing 
length model is used in the turbulent core while a roughness element drag coefficient and 
a sub-layer Stanton number are used to characterize transport to the wall. Sample wall 
relations are developed for sandgrain roughness and transverse repeated rib roughness, 
and it is shown that large roughness heights require accounting for terms of order of 
roughness height divided by pipe radius. For gas flows with cooling, the effects of variable 
properties are investigated for smooth walls and both roughness patterns. For smooth 
walls, comparison with experiment is satisfactory; for rough walls experimental data is 
not available. Simple power law formulae representing variable property effects for fully 
rough flows are presented. 

1 Introduction 

Numerical calculation methods, primarily of the finite difference 
type, are nowadays widely used for the engineering prediction of 
turbulent flows over smooth walls. However, relatively little attention 
has been directed to extending such methods to rough walls and, as 
a result, many practically important rough wall turbulent flows cannot 
be adequately calculated at the present time. One example is pre
diction of the attenuation of an air blast wave in a duct reinforced with 
transverse ribs. Experiment [1] shows that the wall shear and heat 
transfer plays an important role, but skin friction and Stanton number 
correlations are unavailable for these flows which are characterized 
by large Reynolds numbers and highly cooled walls. Another example 
is found in gas cooled nuclear reactors, where artificial roughness is 
used to enhance heat transfer and an appropriate merit indicator 
(usually St3//) must be optimized. Such flows are characterized by 
complex geometries, e.g., annulus, shrouded rod bundle; also variable 
property effects are again important. A final example is the nose tip 
of a re-entry vehicle for which during peak heating on re-entry, the 
stagnation pressure is of the order of 100 atm and the boundary layer 
is, as a result, very thin. The roughness could be due to the carbon 
weave or erosion by dust and ice particle impact. Such boundary layers 
are characterized by large property variations (due to temperature 
and composition), pressure gradients, viscous dissipation, and blowing 
(due to carbon oxidation and sublimation). Finite difference methods 
have been developed to calculate such flows on smooth walls, e.g., the 
BLIMP code [2], but have not been extended to account for wall 
roughness. 

In all the aforementioned examples the complexity of the problem 
suggests the use of finite difference methods to calculate the turbulent 
flow. Except in the region very close to the roughness elements, con
ventional modeling of turbulent transport, e.g., a mixing length model, 
leads to ordinary or parabolic partial governing differential equations 
which can be solved by standard methods. The remaining task is then 
to characterize the turbulent transport in the vicinity of the roughness 
elements. Recent practice, e.g., Heazler, et al. [3], Hatton and Walklate 
[4], has been to adapt smooth wall calculation methods by simply 
postulating a non-zero value of mixing length £o at y = 0. However, 
such an approach is a poor representation of the physics since the drag 
on a fully rough wall is a form drag, not an eddy transport phenome
non. Also extension to include effects of variable properties, blowing, 
etc., must be highly empirical; in particular the turbulent Prandtl 
number required to match heat transfer data is not of order unity, and 
is physically meaningless. 

Here we will follow an alternative approach in which the flow region 

is divided at y = h, where h is of the order of the roughness elements 
height. Then for y > h smooth wall mixing length relations are used 
in the solution of the momentum equation. For y < h no attempt is 
made to solve the momentum equation; instead a drag coefficient is 
defined for the roughness elements via TW = Cd(lkpuk2), and speci
fication of Cd gives a third kind of boundary condition for the mo
mentum equation in the domain y > h. There is no analogy to form 
drag for heat transfer; some laminar sub-layer exists and constitutes 
a significant thermal resistance. Again, for the region y > h experi
ment shows that the smooth wall specification of Pr< applies, and a 
"sub-layer Stanton number" is defined, St/, = qw"/pv*(hm - hh). A 
definition of St;, corresponding to that for Cd would be in terms of 
Uh instead of v *; however v * has been more widely used, and its con
tinued use will avoid confusion. Specification of St;, provides a third 
kind boundary condition for the energy conservation equation in the 
domain y > h. The concept of representing the near wall region by 
auxiliary wall relations Cd and St/, is certainly not new. For example, 
Goddard [5] used the concept to explain Mach number effects on 
rough wall skin friction: Dipprey and Sabersky [6] correlated and 
interpreted their sandgrain indentation roughness heat transfer data 
using a sub-layer Stanton number; Jayatilleke [7] made an extensive 
study of the effect of roughness pattern and Prandtl number on such 
wall relations. However it appears that this approach has not yet 
successfully been implemented in finite difference calculation pro
cedures. 

In the present paper we develop and apply a procedure for calcu
lating turbulent skin friction and heat transfer in rough pipes for a 
variable property gas. Calculations are made for two types of rough
ness patterns: (1) sandgrain, or sandgrain indentation, and (2) re
peated transverse rectangular ribs. In both cases there is experimental 
data for constant property flow which allow the establishment of 
appropriate wall relations. With the wall relations established, the 
effects of variable properties with wall cooling is demonstrated. 

2 Analysis 
2.1 Governing Equations. For constant fluid properties, low 

speed fully developed turbulent flow in a circular pipe is governed 
by 

0 = -
dP 1 d 

— + 
dx r dr 

du\ 
rpeir dr, 

dh 1 d I ^ , dh 
pu — = - — riteff Preff

 1 — 
dx r or \ dr 

(1) 

(2) 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 
22,1978. 

for r i R where turbulent transport has been modeled using an ef
fective viscosity and effective Prandtl number. For variable properties 
we consider a quasi-developed flow for which the property variations 
in the x -direction are small compared to those in the r-direction, and 
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take dldx(pu) « pdu/dx ~ 0: the equation set remains unchanged, 
but then pressure P is more accurately interpreted as the total pres
sure P + pu2 (see Petukhov [8]). McEligot, et al. [9] have shown that, 
for strongly heated flows in smooth pipes, neglect of the axial terms 
can lead to significant errors in the friction factor; however for the 
present purpose the added uncertainties in treating rough walls 
suggested that solution of the full governing partial differential 
equations was unwarranted. 

Fig. 1 shows the coordinate system. The nominal radius of the pipe 
is R andy is measured from r = R. Aty ~ h, a characteristic roughness 
height, the radius is R,and y =y — h. For sandgrain roughness h = 
ks, the sandgrain size, while for repeated ribs h is the height of the ribs. 
Then 

GIA = m = J* pu2 Ttrdr = constant 

qw"2trR = m 
dhm d 

dx dx 
J puh2 wrdr 

(3) 

(4) 

i.e., it is assumed that the flow below y = h makes a negligible con
tribution to m and hm. 

Integration of the momentum equation with zero shear at the 
centerline gives the familiar linear shear distribution, so that equation 
(1) can be rewritten as 

/teff(du/dy) = T = TU,(R -y)IR 

£+ (du+ldy+) = (R+ - y+)/R+ 

(5) 

(6) 

to be solved subject to u = iih at y = 0. With TW = CdViPhUh2, the 
boundary condition becomes 

uh
+2=(2/Cd)(pJPh) (7) 

Also, 

(p/p<„)u 
0 

(R+-y+)dy+ (8) 

Cf/2 - TWPJG2 = (4R+2/Re2)^J,im)2(pm/pw) (9) 

With a constant wall heat flux dh/dx = dhw/dx = dhm/dx, equation 
(2) becomes 

(27rRqw"/rh)pu • 
1 

(R ~ y) dy . 
(R - yWfP l ' e f f * 

dy. 
(10) 

2(p/Pw)u+(y+-R+)/R+ 

= (d/dy+)[e+Pr e fr
1(f l+ - y+)(dh+/dy+)] (11) 

Fig. 1 Schematic of coordinate system 

Aty + = R+, dh+/dy+ = 0, while a t y = 0 

-MeffPiwrM^i/dy) = qw"(R/R) = Sthpsrv*(hw - h)(R/R) (12) 

€+PretrHdh+/dy+) = Sthh
+(R+/R + )(psr/Puj) (13) 

and the Stanton number St = qw"/G(hw - hm) = l/hm
+. An ideal gas 

was assumed such that pah-1 and Cp = constant. With iiah<*, kahu, 
Pr = constant, and w = 0.5, 0.7 were used. 

2.2 Turbulence Models. Experiment shows the Nikuradse 
mixing length expression [10] is valid for both smooth and rough 
walls, 

(£/R) = 0,14 - 0.08(1 - y/R) - 0.06(1 - y/fl)2 
(14) 

and p.t = p£2{du/dy). Experiment (e.g., [11]) has also shown that Pr t 

in the turbulent core is unaffected by wall roughness; thus following 
common practice Prt = 0.9 is taken. 

For the near wall region with a smooth wall the Van Driest damping 
factor based on local properties was applied, 

W M J = (p/p,„K+2 | l - exp[-(y+/26)(p/p,„)1/2 

X Wpw)-1])2(<)u+/dy,+ ) (15) 

Smooth wall calculations were made to check out the computer code, 
and in order to facilitate comparisons between rough wall and smooth 
wall behavior. For constant properties, calculated values of Cfo were 
generally between those given by the Prandtl-Schlicting formula and 
the Spalding law of the wall. Use of a constant mixing length in the 
core, with £ = 0.075 R, had a negligible effect on C/Q- Calculated heat 
transfer agreed well with St0 = (C /0/2)Pr-°-4. 

2.3 Numerical Method. An implicit central differencing nu
merical technique was used in the solution procedure. The finite 
difference analogues to the conservation equations were first obtained 
and the resulting nonlinear algebraic equations were solved iteratively 

. N o m e n c l a t u r e . 

A = pipe cross-sectional area, 7rR2 

B,B' = constants in logarithmic velocity 
profile 

Cf = skin friction coefficient, 2rwpm/G2 

Cd = roughness form drag coefficient, 2TW/ 
PhUh2 

Cp = specific heat 
D = nominal pipe diameter, 2R 
f = friction factor, (dP/dx)(4R/pum

2) = 
AC, 

G = mass velocity, (pu)m 

h = enthalpy, h+ = (hw - h)/(q"JG) 
ks = sandgrain roughness 
£ = mixing length 
m = mass flow rate, GA 
p = pitch 
P = pressure 
Pr = Prandtl number 

qw" = wall heat flux 
r = radial coordinate 
R = radius of computational domain 
R = nominal pipe radius 
R+ = turbulent Reynolds number, 

pwv*R/pw 

St = Stanton number 
u = axial velocity 
u+ = u/v* 
v* = friction velocity, (Tm/pw)1/2 

x = axial coordinate 
y = R-r 
y+ =_PwV*y/pu, 
y=R-r 

y+ = pu,v*y/p-w 
dimensionless total viscosity, 

K = Prandtl's mixing length constant 
p. = viscosity 
p = density 
T = shear stress 

Subscripts 

eff = effective; laminar plus turbulent 
h = at the characteristic roughness height 
m = mean 
0 = constant property 
sr = sublayer reference enthalpy 
t = turbulent 
w = wall 

1L + H± 
Superscript 

+ = dimensionless 
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using an efficient tridiagonal matrix inversion procedure. Convergence 
was assumed when successive iterates for the dependent variable 
distributions differed by less than .01 percent. A nonuniform expo
nential nodal point distribution and a relaxation scheme were used 
to ensure accuracy and avoid convergence problems. 

3 D e v e l o p m e n t of Wall R e l a t i o n s 
In order to use the boundary conditions equations (7) and (13), 

appropriate expressions for Cd and St/, are required. In what follows 
we both discuss the general problem, and provide specific examples 
for sand grain roughness and transverse rectangular ribs. 

3.1 Skin Friction for Fully Rough Walls. Correlations for Cd 
may be obtained by fitting experimental friction data, or directly from 
the velocity profile if available, since Cd = 2/uh+2. For example for 
sandgrain roughness with h = ks, Nikuradse [10] represented the 
velocity profile as u+ = (l/K)£r\(y/h) + B; thus «/,+ = B and Cd = 
2/B2. For B = 8.5, Cd = 0.0277. For an untested roughness pattern 
Cd may often be estimated using known data for the drag of individual 
protuberances, as was done by Lewis [12]. 

However, use of experimental pipe flow data requires closer ex
amination, as there are a number of problems which must be resolved. 
In his pioneering work Nikuradse [10] presented (1) friction factor 
data, (2) a logarithmic velocity profile, and (3) a mixing length ex
pression, all apparently obtained with considerable precision. Un
fortunately Nikuradse did not clearly specify how his nominal di
ameter was measured, or the precise location of the coordinate origin 
in his mixing length expression: thus there are some difficulties in 
obtaining a consistent interpretation of the data, particularly at large 
roughness heights. For example, the measured friction factor was 
determined from / = API (LID)%pum

2; um = im/wD2. Thus faD6, 
and precise specification of the nominal diameter is very important. 
The y-coordinate origin probably best chosen to be ks below the lo
cation where u+ = 8.5 so as to be consistent with the velocity profile, 
but this still doesn't fix the origin relative to the pipe. If we further 
assume that the origin is at the specified nominal radius R then we 
can derive a mixing length expression consistent with the logarithmic 
velocity profile. Using a linear shear distribution T = rw (1 — y/R) 
there is obtained 

£/R = K(y/R)(l-y/R)2 (16) 

As y/R -* 1, equation (16) is unacceptable, but then it is likewise 
impossible for the logarithmic profile to be valid as y/R -» 1. Thus 
Nikuradse's mixing length distribution is not consistent with the 
logarithmic velocity profile, and use of equation (14) in a numerical 
calculation procedure, will not give a logarithmic velocity profile of 
the extent shown by Nikuradse. 

We now derive the friction factor consistent with a logarithmic 
velocity profile u+ - (l/i<)£n(y/h) + B. From equation (3) 

m 

pv* 
= C u+2ir(R-y)dy = -irR 

Jh K 

„ R 3 2h 
£n + — 

h 2 R 

+ TTR2B 
h 

1 - 2 = 
R 

(17) 

where terms of 0(h2/R2) and higher have been dropped. Then 

^ 1 [„ R 3 2h] 
um+=-\£n- + •=• +B 

K [ h 2 R 

with K = 2.5, and solving for B, 

R 

h 2_ 

B V 2.5 £n-+ 3.75-
v Cf h 

- (18) 

(19) 

Also if terms of order h/R are ignored in equation (18) and we consider 
sandgrain roughness with h = ks, B = 8.5, 

/ = (2.03 log(R/ks) + 1.682)"2 (20) 

a friction law first derived by Von Karman. Nikuradse's friction 
law 

log Re 

Fig. 2 Skin friction for sandgrain roughness: comparison with Nikuradse's 
data [10] 

was obtained by slightly adjusting the constants in equation (20) in 
order to obtain better agreement with his experimental data for /. 
However at the largest roughness height tested, R/ks = 15, the dis
crepancy between equations (20) and (21) is only 1.1 percent. 

The success of equation (20) in predicting Nikuradse's friction 
factor data has led most subsequent workers to use the corresponding 
form of equation (19), namely, 

B = (2/C/)1'2 - 2.5 £n(R/h) + 3.75 (22) 

to correlate their friction factor data, and to provide an expression 
for B, or equivalently, Cd. But for large roughness heights use of such 
values of B in a numerical calculation procedure will not recover the 
original friction factors. If equation (16) were used as the mixing 
length expression then the calculated friction factor for sandgrain 
roughness would agree with equation (18), which becomes 

/ = [2.03 log(R/ks) - 4.23(6.,//?) + 1.582]" (23) 

For R/ks = 15, C//2 = / /8 = 0.00871, whereas Nikuradse's correlation 
gives Cj/2 = 0.00746, a 17 percent discrepancy. If, on the other hand, 
equation (14) is used for the mixing length, with B = 8.5, then the 
numerical calculation procedure gives C//2 = 0.0081. Fig. 2 compares 
the results of numerical calculations using equation (14) and B = 8.5 
with Nikuradse's data (results are also shown for transitional 
roughness). Alternatively equation (19) can be used to deduce that 
for R/ks = 15, a value of B = 10.2 with Cd = 1/B2 and equation (16) 
for the mixing length, the numerical calculation procedure will give 
an / in agreement with equation (21). 

Dipprey and Sabersky [6] measured friction factors for sandgrain 
indentation roughness, and they were careful to specify their nominal 
diameter as a volumetric average, which proved equivalent to using 
the midpoint of the sandgrains. If um, and hence Cj/2 and / are de
fined in terms of this radius then numerical calculations using B = 
8.5 and equation (14), also overpredict the experimental data at large 
roughness heights. For example, at R/ks = 10.3, the predicted C//2 
= 0.0100, while the experimental value is 0.00865. 

It appears that the Nikuradse universal velocity profile for rough 
walls is not valid at large roughness heights, and perhaps B is not in
dependent ofR/ks. However, there remains doubt as to the best lo
cation of the y -coordinate origin: Nikuradse did not give a precise 
specification, while Dipprey and Sabersky did not measure velocity 
profiles. 

Webb, Eckert and Goldstein [13] measured friction and heat 
transfer for transverse rectangular ribs of height h and pitch p . Rib 
sizes and spacing were chosen to give 0.02 < h/R < 0.08, and 10 < p/h 
< 40. The nominal pipe diameter was defined to correspond to the 
rib roots, and h was chosen as the characteristic roughness height. 
Equation (22) was used to determine the ;vvall function B, which for 
fully rough conditions was correlated (rather poorly) as 

B = 0.95(p/h)°-B3or Cd = 2.22(p/h)-106; h+ > 40 (24) 

/ =(2.0 log(R/ks) + 1.74)" (21) For p/h = 10, B = 3.22. Now following our arguments for sandgrain 
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roughness this B function must be modified in order to properly re
cover the original friction data. Using equation (19) the required value 
of B i s 

B' = (3.22 - 5h/R)/(l - 2h/R) (25) 

which gives for h/R = 0.02,0.04 and 0.08 values of B' = 3.36, 3.29 and 
3.25, respectively. However a closer look at the experimental data 
suggests that B' ^ 3.6 for h/R = 0.04 is more appropriate. The vari
ation in B' is then about 10 percent which is no more than the scatter 
of the original data. Thus apparently B is not independent of h/R. In 
order to be consistent it is preferable to use equation (14) in numerical 
calculations, thus a new expression for Cd for rib roughness was de
veloped empirically by obtaining a best fit to all experimental friction 
data, as shown in Fig. 3: the resulting expression for Cd is dependent 
on h/R 

Cd = 2/(1 - h/R)2(p/h) (26) 

More recently Dalle, Donne and Meyer [14] made an extensive study 
of repeated rib roughness, focusing mainly on annulus flow. They also 
found an effect of duct size, suggesting that for circular pipes B should 
be increased by 0.4 £n (100 h/R). However these correlations are 
subject to similar criticism as those of Webb, et'al. since the equivalent 
of equation (22) was used to derive the B function, and in addition, 
the empirical specification of the zero shear plane in annulus flow 
introduced a further possible source of error. Velocity profiles were 
not measured in these repeated rib studies so that the suitability of 
locating the coordinate origin at the rib roots cannot be evaluated. 

3.2 Heat Transfer for Fully Rough Walls. The usual proce
dure to develop correlations for St;, has been to divide the flow into 
two regions with St/, characterizing transfer to the wall from the lo
cation y = h. For pipe flow the thermal resistance of the turbulent core 
is found by applying Reynolds' analogy and assuming that the bulk 
enthalpy hm and the bulk velocity um occur at the same value of y. 
Summing the two thermal resistances in series gives 

1/St = (2/Cf)W[P,-t(um
+ - uh

+) + 1/St,,] (26) 

Most workers have taken Prf = 1, then since tf/,+ = B, and um
+ = 

(2/Cf) 1/2 

1/Sth = (C//2)1/2(1/St - 2Cf) + uh
H (27) 

As was the case for Cd, correlations of St;, developed via equation (27) 
when used in a numerical calculation method will not exactly recover 
the heat transfer data due to the assumptions in the derivation of 
equation (27). Thus such correlations are best used as a guide, with 
adjustments made to give best agreement with the original heat 
transfer data. Figs. 4 and 5 show the results of such a procedure, for 
sandgrain and repeated rib roughness, respectively. The recom
mended St;, correlations are 

Sandgrain: St;, = (l/4.8)(A;s
+)-0-2Pr-0-44 (28) 

Repeated rib: Sth = (l/4.3)(/i+)-"-28Pr-0-57 (29) 

3.3 Transitionally Rough Walls. For sandgrain roughness a 
numerical fit to Nikuradse's B function was used. For heat transfer 
the fully rough St/, correlation was extrapolated into the transitionally 
rough regime: the Dipprey and Sabersky data [6] show that such an 
extrapolation is a reasonable approximation for gases. For repeated 
rib roughness no attempt was made to model the transitionally rough 
walls, though some of the calculated results extend into this re
gime. 

3.4 Summary of Recommended Fully Rough Wall Relations. 
1 Sandgrain roughness: Cd = 0.0277 and equation (28) for St;,; ks

 + 

> 75; 15 < R/ks < °°. 
2 Repeated rib roughness: equation (26) for Cd, and equation (29) 

for St/,; h+ > 40; 0.02 < h/R < 0.08 and 10 < p/h < 40. 

4 Results for Variable Properties 
4.1 Cooling for Smooth Walls. Commencing with the pi

oneering work of Deissler and Eian [15], a number of workers have 
made numerical calculations of variable property turbulent gas flows 
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Fig. 3 Skin friction for repeated rib roughness: comparison with data of Webb, 
Eckert and Goldstein [13] 
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Fig. 4 Heat transfer for sandgrain indentation roughness: comparison with 
data of Dipprey and Sabersky [6] 

Fig. 5 Heat transfer for repeated rib roughness: comparison with data of 
Webb, Eckert and Goldstein [13] 
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Fig. 6 Normalized skin friction and heat transfer for gas flow in smooth pipes 
with cooling 
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Fig. 7 Skin friction and heat transfer for repeated rib roughness: effect of 
wall cooling 

in smooth pipes. Most attention has been directed to flows with 
heating because considerably more experimental data are available 
for heating as compared with cooling. McEligot, et al. [9] have shown 
that when there is strong heating, calculated skin friction and heat 
transfer are very sensitive to choice of mixing length model. Based 
on a single strong heating experimental run of Perkins and Worsoe-
Schmidt [16], they chose the van Driest model with no wake compo
nent, and with properties evaluated at the wall condition. For our 
calculations of flows with cooling we have used the Nikuradse mixing 
length distribution and van Driest damping factor with locally eval
uated properties, based on the success of a similar approach for ex
ternal turbulent boundary layers [17]: Fig. 6 shows C//2 and St, both 
normalized with the constant property value, for various cooling ra
tios. Use of co = 0.7 gives a behavior which is a reasonable approxi
mation for air at moderate temperature levels. The somewhat erratic 
dependence on Reynolds number is also in evidence in the heating 
calculations of McEligot. Petukhov [9] shows the experimental data 
of II'in for 0.55 < hw/hm < 1.0 as scattering between Cf/C/o = 1-0 and 
1.15. Humble, Lowdermilk and Desmon [18] with air for 0.46 < hw/hm 

< 1.0 obtained values which, on an average, were marginally above 
unity. Wolf [19] obtained a limited amount of data for CO2 with 
cooling and for Re > 40,000, found C//C/0 to vary between 1.05 and 
1.08. Our calculations are clearly in line with the experimental data. 
For heat transfer the situation is similar. Petukhov shows the ex
perimental data of Il'in for 0.55 < hw/hm < 0.9 correlated as St/Sto 
= 1.10. Humble, Lowdermilk and Desmon obtained St/Sto = l-0> but 
noted an effect of hw/hm would be obtained if a different temperature 
dependence of thermal conductivity were used. Wolf also obtained 
St/Sto = 1-0. Again we suggest that our calculations are in line with 
experiment. On the other hand, Petukhov [8] using the Reichardt 
eddy diffusivity profile, calculated values of Cf/Cf0 =i 1.31 and St/Sto 
^ 1.27, for hm/hm = 0.5. These values are clearly not supported by 
experiment. 

4.2 Cooling for Repeated Rib Rough Walls. Fig. 7 shows skin 
friction for repeated ribs with p/h = 10 and h/R =0.02. Note that in 
using equation (7) for the wall relation we have assumed that the form 
drag scales with p/, in variable property flow: comparisons with ex
perimental data when available may indicate a subsequent modifi
cation of this hypothesis. As expected there is negligible effect of co 
for this fully rough situation. Fig. 7 also shows heat transfer for the 
same geometry: the curves for co = 0.5 should be viewed as a high 
temperature level asymptote for real gases. For the variable property 

3 4 5 

Fig. 8 Skin friction for sandgrain roughness: effect of wall cooling 

S a n d g r a i n Roughness 

3 4 5 8 10 

Fig. 9(a) Heat transfer for sandgrain roughness: effect of wall cooling for 
R/ks = 60 

Sandgrain Roughness 
R/k - 15 
w =S0.7; Pr = 0.71 

0. 2 = h /hm 

Fig. 9(b) Heat transfer for sandgrain roughness: effect of wall cooling for 
R/ks = 15 

flow the properties in the sub-layer Stanton number have been 
evaluated at a mean film enthalpy, i.e., an average of hw and hi,. The 
expected effect of co through the sub-layer Stanton number correlation 
is in evidence. For both heat transfer and skin friction the calculated 
trends are quite regular, which is in marked contrast to the smooth 
wall case. 

4.3 Cooling for Sandgrain Roughness. Fig. 8 shows skin 
friction for two sandgrain roughness sizes, R/ks = 60 and 15. For the 
smaller roughness the data at lower Reynolds numbers are in the 
transitionally rough regime. Figs. 9(a) and 9(6) show the heat transfer 
for R/ks = 60 and 15, respectively. In these calculations co = 0.7 and 
Pr = 0.71. The Stanton number behavior for R/ks = 60 is regular and 
similar to that for the repeated rib roughness; in contrast, for the larger 
sandgrain size of R/ks = 15, the Stanton number behavior is more 
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complex, exhibi t ing a tendency for the effect of wall cooling to dis

appear a t high Reynolds numbers . 

4.4 C o r r e l a t i o n of Cf/C/;o and S t / S t o . It is common practice 

to a t t e m p t a correlat ion of variable p roper ty effects in p ipe flows as 

s imple power laws, viz., 

Cf/Cf0 = (hjhm)~n; St /Sto = (Klhm)-m (42 a,b) 

Fig. 10 shows plots of C//C/o and St /Sto versus hw/hm for all t h e 

roughnesses calculated. I t is seen tha t Cf/Cfo depends on the rough

ness pa t te rn and size, and there is a slight effect of Reynolds number . 

For the small sandgra in roughness R/ks = 60, the effect of Re is op

posite to the o ther two cases, probably due to the fact t h a t a t Re = 

25,000 the small sandgrain roughness gives transitionally, rather than 

fully rough flows. For the ribs n = 0.2 is a reasonable fit to the curves. 

T h e Re effect on St /Sto is slight for the ribs and the small sandgrain 

size: for t h e large sandgrain size the Re effect cannot be ignored. For 

the repea ted ribs wi th OJ = 0.7, m = 0.22; for general engineering use 

a value of m = 0.25 be t te r represents the hea t t ransfer resul ts . Ex

per imenta l da ta for rough pipes showing cooling effects are no t 

available: however, for external boundary layers sui table da ta are 

available and could be used to evaluate the basic approach. 

5 C o n c l u s i o n s 

1 T u r b u l e n t flow in rough pipes may be satisfactorily calculated 

using smooth wall mixing length models in the tu rbu len t core, with 

a roughness e lement drag coefficient and sub-layer S t an ton n u m b e r 

to characterize t r anspor t to the wall. 

2 For large roughness heights proper comparison with experiment 

requires accounting for terms of the order of roughness height divided 

by pipe radius. 

3 For smooth pipes the van Driest damping factor with locally 

evaluated propert ies gives predict ions of variable p roper ty gas flows 

with cooling which are in accord with exper iment . 

4 Variable property effects are more pronounced for rough pipes 

as compared with smooth pipes, and Reynolds n u m b e r t r ends are 

more regular. 
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Forced Confection Heat Transfer on 
Heated Bottom Surface of a Caiity 

Experiments to measure the heat transfer characteristics for various cavities situated at 
a duct-wall were performed. Flow visualization, measurements of pressure and tempera
ture distributions on the heated bottom surface of cavity were carried out. It was observed 
that the effects of main flow stream, reattachment of separated flow, and vortex flow in 
the cavity on heat transfer unexpectedly large. It was found that heat transfer did not al
ways decrease monotonously with an increase of aspect (depth-width) ratio D/W, in the 
flow range of laminar to turbulent. Correlations between Num and Rew were made in lami
nar and turbulent heat transfer ranges. 

Introduction 
In recent years, considerable research on heat transfer and flow 

characteristics of separated flow have been done with its numerous 
applications. Convection heat transfer problems in a cavity or groove 
constructed in many types of structures is one such application. 

Experimental studies by Roshko [1] and Tani, et al. [2] to obtain 
fundamental flow characteristics on the rectangular cavity exposed 
to flow field were early studies. Charwat, et al. [3, 4] mentioned 
aerodynamic and heat transfer characteristics in the cavity set up in 
subsonic and supersonic flow. Hagen and Dhanak [5] reported the 
experimental and theoretical results for a relation of heat transfer to 
turbulent boundary layer thickness over the cavity. Kurosaki, et al. 
[6] discussed heat transfer problems from a standpoint of mass 
transfer in a two-dimensional cavity with naphthalene walls. 

Meanwhile, numerical calculations of heat transfer problems similar 
to those mentioned above were treated by many investigators [7-9]. 
Yamamoto, et al. [10] analyzed a laminar heat transfer problem in a 
two-dimensional cavity using the the finite difference method of al
ternative implicit direction, and discussed qualitatively the effects 
of free stream velocity, buoyancy force and depth of cavity on flow 
and temperature fields inside the cavity. 

Heat transfer or flow characteristics in a cavity depend intricately 
on boundary layer thickness of flow, the shape of the cavity and 
thermal conditions at the walls. Therefore, it is rather difficult to 
clarify the aforementioned characteristics in detail. In the present 
work, experimental results concerned with the basic heat transfer 
characteristics on the bottom surface of a two-dimensional cavity 
situated at a duct-wall are reported. 

Experimental Apparatus and Procedure 
In the present experiments, observation was made of the flow 

pattern inside the cavity, and pressure and heat transfer distributions 
on the bottom surface of the cavity were measured. 

The cavity is situated on the floor of an open-type wind tunnel 
which has a cross section of 30 cm (width) X 10 cm (height) and is 
operated up to the maximum speed of 15 meters per second, as shown 
in Pig. 1(a). Free stream turbulence Vu'2/Ua measured by using hot 
wire anemometer was of about 0.7 percent, where u'2 was temporal 
mean of turbulent velocity. The cavity width W was held constant 
at 5 cm, while its depth D was varied from 0 to 5 cm changing the 
position of bottom. 

For the observation of flow pattern inside the cavity, photographs 
of smoke starting to flow from the position of upstream top-corner 
parallel to free stream were taken under a free stream velocity [/„ = 
1.6 m/s. 

The pressure distributions on the centerline of span on the bottom 
surface were sensed by 18 static holes of 0.5 mm dia drilled through 
the bottom wall and measured by a micromonometer. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OP HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
December 6, 1978. 

In Fig. 1(6), a detailed view of the heating bottom of cavity is shown. 
A stainless steel foil of 50 /um in thickness is used as a main heater. The 
uniform heat flux on the surface thus obtained was evaluated by the 
supplied electric power. 

The local temperature on the bottom surface was measured by 
means of 11 copper-constantan thermocouples of 0.2 mm in diameter. 
They were located on the centerline of span on the bottom surface and 
were attached to a mica leaf of 30 jiim thickness sandwiched between 
the main heater and a bakelite plate under which a guard heater was 
mounted in order to minimize the heat loss to the environment. The 
inevitable heat loss was also checked by three measured values of 
temperature difference between the upper and lower faces of the 
bakelite plate. 

For cases with nine cavities of aspect-ratio D/W = 0.0, 0.04, 0.08, 
0.12, 0.16, 0.2, 0.3, 0.5 and 1.0, pressure and temperature distributions 
on the bottom surface were measured under several main stream ve
locities ranging from laminar boundary layer flow to turbulent one. 

In Table 1, for three cavities including D/W = 0.0 and two free 
stream velocities, the approaching boundary layer flow characteristics 
are described with an indication of laminar or turbulent flow. The 
effective upstream length xo is evaluated from the displacement 
thickness 5* which is obtained from the velocity profile at the up
stream top-corner. In laminar flow range for D/W = 0.0, Re,„ depen
dence of xo is expressed in the following relation: 

Thermometer 

Thermal Insulation Heated bottom 

(o) Test section 

CD Stainless steel foil © Guard heater 

© C-C thermo couples © . © Insulation 

© , © Bakelite plate ^ 

(b) Heater assembly 

Fig. 1 Experimental apparatus 
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Table I Approaching boundary layer characteristics at the upstream top-corner

D/W Uoo (m/s) 0* (mm) xo(cm)

0.0 1.1 2.1 10.5
14.6 0.6 13.2

0.2 1.3 2.2 12.4
14.9 1.0 25.2

1.0 1.1 1.9 8.6
14.8 0.8 20.1

approaching
bO).lndary

layer
UooW/v xo/W Uooxo/v flow

3.6 X 103 2.1 7.6 X 103 laminar
4.9 X 104 2.6 1.3 X 105 turbulent
4.2 X 103 2.5 1.0 X 104 laminar
4.8 X 104 5.0 2.5 X 105 turbulent
3.7 X 103 1.7 6.3 X 103 laminar
5.0 X 104 4.0 2.0 X 105 turbulent

(h) D/W" 0.6

(9) o/w" 0.4

(f) D/~' 0.36
-FLOW DIRECTION

(e) D/~' 0.28 (I) U/lI' 1.0

Fig. 2 Visualized flow pallern inside cavlly

(d) D/W. 0.2

(b) D/W. 0.08

(el D/~' 0.12

(al D/~' 0.04

icantly affect the heat transfer and flow characteristics in a different
manner from those for laminar cavity flow.

Pressure Distribution on the Bottom Surface. The measure
ment of pressure distribution on the bottom of cavity is fundamental
from the standpoint of clarifying flow or heat transfer characteristics
and many experimental results have been reported (e.g., [1,2]).

In Figs. 4(a) and 4(b), pressure distributions on the bottom surface
are shown in terms of pressure coefficient Cp for each cavity
depth:

xo/W = A . Rew
n

where A = 33.2, and n = -0.345.

Results and Discussion
Flow Visualization inside the Cavity. In Figs. 2(a)-2(h), pho

tographs of the flow pattern inside the cavity at a free stream velocity
U00 = 1.6 m/s are represented for the cavities of aspect-ratio D/W ~
1.0.

As shown in Fig. 2(a), in the case of a very shallow 'cavity, flow
separated from the upstream top-corner reattaches on the bottom
surface. With increasing depth, the reattachment point on the surface
moves downward and the separated streamline reaches the down
stream cavity wall (Fig. 2(b )). A recirculating vortex formed behind
the upstream cavity wall moves its core down on the middle position
of the bottom surface and increases the size.

In Fig. 2(c), an elliptic vortex which occupies the whole cavity is
observed and with increasing depth, a small vortex appears in front
of downstream cavity wall; this vortex is formed as a result of a part
of the free stream impinging on the downstream cavity wall and then
flowing toward the bottom surface. In Figs. 2(d) and 2(e), a vortex
growing gradually in front of the downstream cavity wall is ob
served.

In Fig. 2(!) , for the aspect-ratio D/W = 0.4, a vortex whose diameter
eq uals approximately to the depth D is formed and a stagnant region
of weak recirculating flow behind the upstream cavity wall is observed.
With increasing depth, the core of the vortex moves up to the center
of the bottom surface and (Fig. 2(h)) for the aspect-ratio D/W = 1.0,
a large vortex which occupies the whole cavity is formed.

Similar observation using smoke flow was tried for higher free
stream velocities corresponding to transient and turbulent flow re
gimes. Due to the strong diffusive nature of smoke flow, satisfactory
flow patterns could not be obtained. In order to make the flow near
the bottom surface of the cavity clear, another flow visualizing ex
periment was performed. In this experiment, the movement of small
plastic particles distributed uniformly on the surface was observed.
Fig. 3 shows the bottom surface on which plastic particles are dis
tributer!; the light parts on the surface are the places from where
black-colored particles were bl~wn away and the dark parts are the
places where the particles were gathered up. The pictures of U 00 = 7.9
m/s and U 00 = 14.6 m/s correspond to transient and turbulent ap
proaching boundary layer flow, respectively. From these observations
and hot-wire anemometer measurement, the existence of unsteady
flow near the surface and intermittent or three-dimensional flow
(transverse flow to free stream one) may be understood. Thus, the flow
pattel'lls inside the cavity for transient or turbulent flow may signif-
~~ Nomenclature _

Cp = surface pressure coefficient, equation
(1)

D = depth of cavity
h", = mean heat transfer coefficient, equation

(2)

h, = local heat transfer coefficient
Nu", = mean Nusselt number
hf = thermal conductivity of air
p = static pressure on bottom surface
po = reference static pressure

qw = heat flux rate from bottom to free
stream

Rew = Reynolds number, equation (3)
Tx = temperature at x position on bottom

surface
Too = temperature in free stream
U 00 = free stream velocity
u = mean velocity parallel to bottom sur

face
W = width of cavity

x = distance along bottom surface
x 0 = effective upstream length
y = distance normal to bottom surface
0* = displacement thickness
vf = kinematic viscosity of air
pro = density of air

Subscripts

f = evaluated at film temperature
00 = evaluated at free stream temperature
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Flg.4(a) Uoo = 6.0 mls (Re w =2.0 X 104)

0.4 ,----------,----.--------.-----,

Re
w

= U = • W (3)
vi

The result in Fig. 5(a) for aspect-ratio DIW = 0.0 is the case of
isolated surface heated under constant heat flux, which may not rig
orously correspond to the heat transfer of a flat plate with an unheated
starting section. In Fig. 5(a), the peculiar rise in heat transfer coeffi
cient in region xlW > 0.7 is seen; this behavior may be considered to
be due mainly to a little heat leakage to the side walls and to the lower
part.

In Fig. 5(b), for shallow caVity, with increasing Reynolds number,
maximum point is seen in heat transfer distributions. However, with
decreasing Reynolds number they shift downstream. Such a maxi
mum point appears as a result of reattachment of separated flow on
the bottom surface, which starts from upstream top-corner.

With increasing aspect-ratio DIW, in Fig. 5(c), the contribution
of the reattachment of the separated flow to the heat transfer de
creases and then recirculating vortex flow formed in front of down
stream cavity wall begin to affect the heat transfer on the bottom
surface. For the deepest cavity of DIW = 1.0, in Fig. 5(d), variation
of heat transfer coefficient is small over the entire bottom surface due
to weak vortex flow near the surface.

For low Reynolds number, contributions of reattachment on the
bottom in shallow cavity and of vortex flow in deeper one to heat

In Figs. 5(a)-5(d), ratios of hx to hm which is the numerically in
tegrated value of hx , are shown using Reynolds number Rew as a pa
rameter, which is defined as follows:

0.3 r----r----r-------,,-----,

X/W

Fig.4(b) Uoo = 13.5 mls (Re w = 4.5 X 104 )

Fig. 4 Pressure distribution on the bottom surface

(1)

1.00.30.1

_ flow direction

"'t:\\\<:<, ,~~

aspect ratio
D/W.o.05

-
U"'. 7.9 rTVS

(Rew·2.6xI04)

where, p and po are pressures on the bottom surface and at reference
static hole on the duct wall 3 cm ahead of upstream top-corner of
cavity, respectively.

In Fig. 4(a), for a lower free stream velocity of U~ = 6.0 m/s which
corresponds to transient flow regime, a large variation in the pressure
coefficient is seen downstream region of the bottom. For the cavities
of lower aspect-ratio DIW 2 0.12, the coefficient increases gradually
over the entire surface of the bottom and is positive on almost the
entire surface of the bottom. For the other cavities, it is seen that each
maximum point exists in these distributions, and the pressure coef
ficient Cp approaches to the value of Cp = 0.0, with increasing
DIW.

For higher free stream velocity of U= = 13.5 m/s which corresponds
to turbulent flow regime (Fig. 4(b» there is initially a rather rapid
pressure rise in the upstream region of the bottom surface for the
cavity of lower aspect-ratio, followed by a flat distribution of pressure.
In addition, the trend of results indicates that the reattachment to
the cavity floor occurs at greater xlW for greater DIW; moreover, with
increasing depth, the separated flow from the upstream top-corner
may reattach to the upstream facing wall.

Such behavior in pressure distribution on the bottom surface de
pends on the reattachment of separated flow and vortex flow inside
the cavity, and may exert a significant effect on the heat transfer 'on
the bottom surface.

Heat Transfer on the Bottom Surface. Heat transfer distri
bution on the bottom surface is expressed in terms of local heat
transfer coefficient defined as follows:

Uro.14.6m/s

Fig. 3 Flow visualization near the bollom surface of cavity

h - qw (2)
x - T x - T~

where qw is the heat transfer rate from the surface to the surroundings,
and is evaluated from electrically supplied power, and Tx - T ~ is the
difference between the bottom surface temperature and free stream
temperature.
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Fig. 5(a) D/W = 0.0 (isolated heating surface under uniform heat 
flux) 
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Fig. 5(d) D/W =1 .0 

Fig. 5 Heat transfer distribution on the bottom surface 

transfer are not so remarkable. And similar tendency of heat transfer 
distribution is observed in each figure except for Fig. 5(a). Thus, the 
heat transfer characteristics on the heated bottom surface of the 
cavities are greatly affected by the separated flow reattachment and 
vortex flow. Moreover, in discussing the overall heat transfer char
acteristics of the entire cavity which is practically important, the ef
fects of the shear layer reattachment to the upstream facing wall 
should be taken into consideration. 

In Fig. 6, the relation between mean Nusselt number Num on the 
bottom surface and the Reynolds number Re,„ is shown for several 
cavities, where Num is defined as Num = hm-W/kf. The result for D/W 
= 0.0 is presented for comparison. 

Heat transfer behavior in the cavity may be divided into approxi
mately three regions: a laminar region for Kew £ (0.7 ~ 1.5) X 104, a 
turbulent region for Re^ ^ 2.8 X 104 and a middle, transient, region 
for (0.7 ~ 1.5) X 104 < Re„, < 2.8 X 104. However, for D/W = 0.0 
laminar flow is Re^, s 1.7 X 104, turbulent flow is Re„, = 3.5 X 104 and 
the middle, transient, region is 1.7 X 104 < Re„, < 3.5 X 104. 

These distinctions are more remarkable for the cavities of lower 
aspect-ratio; and the transient region tends to extend its range with 
increasing aspect-ratio. 

103 

4 

2 

E 

i 4 

I 0 3 

Eq.(7) for D/W= I O 

Eq.(6) 
^-£&-~a'lSii*t/ti' 

J i I i i i I i i i i -

1 0 " 2 3 5 

Rew 

Fig. 6 Variation of mean Nusselt number with Reynolds number 
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1000 

Fig. 7 Variation of mean Nusselt number with aspect-ratio 

The correlations between Num and Rew for the case of isolated 
heating-surface of D/W = 0.0 can be made as follows: in laminar range, 
Rew £ 1.7 X 104, 

Nu m = 0.0772 X Rew
2 / a (4) 

This expression might correspond to the prediction for laminar flow 
having an unheated starting section with a Reynolds number de
pendence of xo °c Re„, -0 '346 (=Reto -1 /3) obtained experimentally in 
the present study. Comparison with the previous result obtained from 
heated flat plate without unheated starting section under constant 
heat flux (e.g., [12]), might reveal that the distance from the leading 
edge is usually used as a representative length of Nusselt number and 
Reynolds number, while the cavity width, W, is used as the repre
sentative length in equation (4). 

In the turbulent range, Re^, a 3.0 X 104, 

Num = 0.0363 X Rew
oa (5) 

may be written, and are shown in Fig. 6. equation (5) agrees consid
erably with Colburn's equation [11] for turbulent flow over an isolated 
heating-surface under uniform temperature: 

m •• 0 . 0 3 4 
W-UJ\os 

, by Colburn. 

On the other hand, in the case of heat transfer in the cavity, the 
following correlations can be written: in laminar ranges of Re„, £ 1.5 
X 104 for D/W = 0.08, Re„, < 1.4 X 104 for D/W = 0.12, Re„, £ 1.2 X 
104 for D/W = 0.16, Reu. S. 1.0 X 104 for D = 0.2, Re„, & 0.9 X 104 for 
D/W = 0.3 and 0.5, and Re„, s 0.7 X 104 for D/W = 1.0, excepting 
D/W = 0.04, 

Num = 0.427 X Re 1/3 (6) 

In this range, Num for all cavities are smaller than that of D/W = 0.0; 
and in equation (6) the term including the aspect-ratio D/W does not 
appear since the effect of depth on heat transfer is not so remark
able. 

In turbulent ranges of Re„, a 2.8 X 104 for D/W s 0.08, and of Re„, 
g 2.5 X 104 for D/W a 0.12, correlation may be written as 

Nu„, = 0.390 X Re„,1/2 X (D/W)-°-27 (7) 

In this range, Num for D/W = 0.04 shows a somewhat larger value 
than those for D/W = 0.0. This may result because a large effect on 
heat transfer is experienced due to reattachment of separated flow 
from the upstream top-corner on the bottom surface. At this point, 
it might be noted that most of previously reported results are con
cerned with the flow characteristics in a cavity [1, 2] or numerical 
method of solution of governing equation [7-9], or the heat transfer 
of an entirely heated cavity [4, 5,11]. 

These correlations in laminar and turbulent ranges for a cavity are 
indicated by dotted lines in Fig. 6. In these correlations for the cavity, 
it may be noticed that the exponents proposed differ from those of 

empirical equations previously reported and are the result of the 
difference of representative length in the Reynolds number used in 
the present correlations. 

Heat transfer behavior associated with a variation of D/W in lam
inar, transient and turbulent regions is shown in Fig. 7. On the whole, 
a considerable change in mean Nusselt number Num is generally seen 
in the range of D/W s 0.3, and Num decreases monotonously with 
increasing depth in the range of D/W g 0.3. For the very shallow 
cavities, reattachment of separated flow to the bottom surface from 
upstream top-corner greater affects the heat transfer behavior on the 
surface. With increasing D/W, a vortex flow occurring in front of the 
upstream facing wall contribute considerably to the heat transfer on 
the bottom surface; moreover, the one developing inside the cavity 
affects the heat transfer on the bottom surface and experiences rather 
low heat transfer. For each Re^ in Fig. 7, the heat transfer behavior 
may be understood as follows: For Re„, = 3.0 X 103 in laminar flow 
region, the Num for all aspect-ratio is smaller than the Num for D/W 
= 0.0, while the Num for D/W = 0.3 and 0.5 tends to show a somewhat 
larger value than that for D/W = 0.12 ~ 0.2. For Re„, = 4.5 X 104 in 
turbulent flow region, the Num for D/W = 0.04 shows a somewhat 
larger value than that for D/W = 0.0. However, for the other D/W, 
the Num decreases monotonously toward the value for D/W = 1.0 with 
increasing D/W. For Re^ = (1.0, 1.5 and 2.0) X 104 in the transient 
flow region, the Num varies, a little complicatedly, depending on the 
flow patterns inside the cavity. Thus it might be said that the variation 
of Num on the bottom surface does not always decrease monotonously 
with increasing D/W. 

S u m m a r y 
Flow patterns inside the cavity at low main flow velocity have been 

observed by flow visualization using smoke. Heat transfer charac
teristics on the heated bottom surface have been discussed in relation 
to the distributions of pressure and heat transfer coefficients. Reat
tachment of separated flow for shallow cavities and vortex flow for 
deeper ones had a large effect on the heat transfer behavior on the 
heated bottom surface. Moreover it was found that, in each cavity, 
laminar, transient, and turbulent heat transfer regions could be 
classified. In addition, for both cases of partially heated flat plate and 
cavities, correlations between Num and Re„, in laminar and turbulent 
regions were made. 
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Conwective Heat Transfer, of 
Laminar Droplet Flow in Thermal 
Entrance Region of Circular Tubes 
Connective heat transfer of laminar droplet flow is calculated numerically for the thermal 
entrance region of circular tube with constant wall temperature. The heat transfer contri
bution of saturated droplets in the superheated vapor stream is considered as distributed 
heat sink. In the thermal entrance region, the size and the population density of the drop
lets are considered as constants. The heat transfer of droplet flow is found to be considera
bly higher than that of single phase flow. The effects of the droplet characteristics and 
the wall superheat to the convective heat transfer are studied. Fundamental differences 
of heat transfers in single phase flow and droplet flow are revealed. 

Introduct ion 
In many engineering systems liquid droplets are entrained or in

troduced into the heated vapor stream. The presence of the saturated 
droplets in the stream augments the vapor heat transfer from the wall. 
The heat is transferred from the superheated vapor to the droplets. 
Additionally the generated vapor from droplets cools the hot vapor 
stream. The radial temperature gradient near the wall is therefore 
increased which augments the convective heat transfer. 

The emergency core cooling system of a water reactor refloods the 
dried core from the bottom and induces droplet flow. The droplet flow 
cools the hot core and prevents the fuel rods from melt down before 
the reflood quench front arrives. The steam generator of a conven
tional power plant also encounters droplet flow at the inlet of its su
perheater. The understanding of the heat transfer behavior of non-
equilibrium droplet flow is important to the analyses of the above 
systems and many other industrial equipments. 

Generally, the droplet flow heat transfer are analyzed in one of two 
approaches. The heat transfer of a droplet moving in vapor stream 
is first calculated in detail, and then the heat transfer effects of col
lective droplets to the continuous phase are evaluated. Along this 
approach, Habib [1] studied the cooling of a hot gas stream in adia-
batic ducts by evaporating drops, and Bhatti [2] analyzed the droplet 
heat transfer in a laminar boundary layer. 

On the other hand, when the heat transfer in the continuous phase 
is of the primary concern the heat transfer effect of the droplets can 
be regarded as equivalent heat sink distributed in the continuous 
phase. Sun, Gonzalez, and Tien [3] successfully calculated the laminar 
droplet flow heat transfer at fully developed condition where the axial 
temperature gradient of the vapor is assumed to be zero. Their results 
were further analyzed for parabolic velocity profile by Dix and An
derson [4]. It was found that when the droplet density is low the 
Nusselt number does not approach 3.65. In the absence of proper 
explanation, empirical equation was suggested to fit the single phase 
result when droplet density is low. In applying this result to practical 
conditions, however, question arises as to the applicability of the fully 
developed heat transfer result to the entire tube length because both 
the heat transfer behavior and the length of the thermal entrance 
region are not known for droplet flow. 

The present analysis follows the latter approach to study the con
vective heat transfer in thermal entrance region of laminar droplet 
flow. The entrance region convective heat transfer of single phase 
laminar tube flow has been calculated numerically by Kays [5], With 
droplets present in the vapor, the heat transfer in entrance region can 
be analyzed in the similar manner as in [5] but considering the effect 
of droplets as distributed heat sink in the vapor stream. 

Model 
In a convective boiling system the droplets are entrained into the 

vapor stream from the annular flow regime where the vapor is at the 
saturation state. At downstream of the dryout point of the annular 
film the vapor flow may be assumed to be parabolic profile. Due to 
the relatively low heat transfer rate of the droplet flow the wall tem
perature is likely to be at a level higher than the Leidenfrost tem
perature of the droplets. It has been reported by the author that in 
film boiling the direct contact heat transfer between the liquid and 
the wall at this temperature is insignificant as compared with the 
vapor convective heat transfer [6]. For the same reason, the direct 
contact heat transfer between droplets and wall can be neglected for 
droplet flow at this condition. In addition, the radiative heat transfer 
can also be neglected if the wall temperature is assumed to be not too 
high. Finally, the droplet-vapor heat transfer will be the only signif
icant means the droplets remove heat from the wall. 

At the tube inlet, all the droplets are assumed to be the same size. 
In laminar flow a droplet may move radially due to the presence of 
radial temperature or velocity gradients [7]. A droplet will be pushed 
away from the wall due to its nonuniform evaporation near the wall. 
A rotating droplet will move either toward or away from the wall de
pending upon the relative velocity between the droplet and the sur
rounding vapor. These radial mixings make each droplet to evaporate 
at a same rate so that the droplets are of uniform size at each tube 
cross-section. If it is assumed that the droplets are not very small or 
their latent heat of vaporization is high, the size of droplets can be 
considered as a constant over the entire entrance region. In addition, 
if the droplet density is not very high, the fully developed vapor flow 
may not be seriously affected by the generated vapor from droplets 
or by the motion of droplets. 

This model can be applied to some special problems with proper 
assumptions. For example, during the bottom reflooding of a nuclear 
reactor core the droplet flow heat transfer occurs above the quench 
front. The droplets are ejected from the quench front at a speed dif
ferent from the local vapor velocity. However, the relative velocities 
of small droplets with respect to the vapor will reach their terminal 
velocities in a short distance. Therefore the hydrodynamic condition 
can be assumed to be fully developed near the quench front such that 
the present model for thermal entrance region can be applied as a first 
approximation to this problem. 

If the chemical composition of the vapor and the droplet are iden
tical the mass transfer due to concentration difference will not occur. 
Heat is transferred from the superheated vapor to the saturated 
droplets, and the subsequently generated vapor will be heated up to 
the vapor stream temperature. 

As a result, the equivalent heat sink per unit volume is 
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n wd2hd(T - Ts) + nwd2hd(T - TS)CP(T - Ts)/hfg (1) 

where 
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hd = - (2.0 + 0.74Red
a5P r

0-33) 
d 

(2) 

is the heat transfer coefficient from superheated vapor to a saturated 
droplet [8]. 

Another way of interpreting the heat sink per unit volume is to 
recognize that the quality of the superheated vapor is 

xu = 1 + CP{T - Ts)lhfg 

Therefore, the heat sink per unit volume becomes 

n i r d 2 / i d ( T - r s ) x „ 

(3) 

(4) 

which is the heat transferred from the superheated vapor to the sat
urated droplets multiplying the quality of the vapor. If the vapor is 
at saturation state, the generated vapor due to droplet evaporation 
will not cool the vapor stream. This is the case when xv equals 1.0 in 
equation (4). 

The droplet Reynolds number in equation (2) is based on the rel
ative velocity between droplet and vapor, which will be different for 
vertical and horizontal tube flows. In general, the droplets will undergo 
terminal falling in the vapor. However, droplets may also have radial 
motion due to the various mechanisms as pointed out in [7]. Since the 
detailed dynamics of evaporating droplets is not well reported in the 
open literature, the accurate calculation of the relative velocity will 
not be emphasized in this paper. 

For the purpose of illustration, vertical tube flows will be considered 
specifically and the terminal falling velocity can be considered as the 
dominant contribution to the relative velocity. 

F o r m u l a t i o n s 
With the fully developed parabolic velocity profile and the equiv

alent heat sink described in equation (1), the energy equation for the 
vapor phase can be written as 

2puCpV 1 
r \2\ dT 

rol I dx 

k_d_l d_ 

r dr \ dr 

•PiT-Ts) 1 + 
CP(T - T,)\ 

h Is 
where the droplet-vapor heat transfer constant is defined as 

/3 = nird2hd 

with the initial and boundary onditions 

T = T, at x = 0 

T = T,„ at r = r0 

and 

dT 
— = 0 at r = 0 
dr 

(5) 

(6) 

(7) 

(8) 

(9) 

With the vapor temperature,profile available, the Nusselt number 
is evaluated from the temperature gradient at the wall. That is 

N u * = 2 r ° S ) , (Tu,-Tm) 

where Tm is the bulk mean temperature of the vapor 

4 4f 
rQ

L J o 

T\l - I - \rdr 
rol 

(10) 

(11) 

The above equations can be nondimensionalized and presented in 
terms of 

and 

where the Re is the vapor flow Reynolds number. Finally the set of 
equations become 

( 1 - f l 2 ) ^ " ^ ( f l ^ + B ( 1 - W [ 1 + ( 1 - f l " ) C I (16» 

where the droplet parameter B and the wall superheat parameter C 
are defined as 

R = r/r0 

(x//'o) _ xa 

~~ RePr ~ 2Vii 

(T,„ - T)/(TW - Ts) 

(Tw - Tm)/(TW - T.) 

(12) 

(13) 

(14) 

(15) 

B = /froVk 

C = Cp(Tw-Ta)/hlg 

with the initial and boundary conditions 

0 = 1 at X = 0 

0 = 0 at R = 1 

dd_ 

dR 
0 at R = 0 

and 

with 

N u , = - f — ) 
\dRlR=i 

Cod 
Jo 

•R2)RdR 

(17) 

(18) 

(19) 

(20) 

(21) 

(22) 

(23) 

In equation (16) the heat sink term has been linearized by substi
tuting 0m for d in the term of C. The error introduced by this linear
ization is small, which will be illustrated in a later section. 

. N o m e n c l a t u r e . . 

B = droplet parameter, defined in equation 
(17) 

C = wall superheat parameter, defined in 
equation (18) 

Cp = specific heat of vapor 
d = droplet diameter 
do = original droplet diameter 
hd = heat transfer coefficient between the 

vapor and the droplet 
h/f, = latent heat of vaporization 
k = thermal conductivity of vapor 
n = droplet number density 
Nu.v = local Nusselt number 
Nu, = local Nusselt number defined in terms 

of T„ 
N u . = Nusselt number at fully developed 

condition 

Journal of Heat Transfer 

Pr = Prandtl number of the vapor 
q,„ = wall heat flux 
r = radial position 
ro = radius of the circular tube 
R = nondimensional radial position, defined 

in equation (12) 
Re = Reynolds number of vapor flow in 

tubes 
Tied = droplet Reynolds number, based upon 

droplet size and its relative velocity to 
vapor 

T = temperature of the vapor 
T, = saturation temperature 
Tw = wall temperature 
Tm = bulk mean temperature of the vapor 
V = average vapor velocity 
w = heat sink parameter, defined in equation 

(34) 

x = axial position 
xu = quality of vapor phase 
X = nondimensional axial position, defined 

in equation (13) 
a = thermal diffusivity of the vapor k/ 

PuCp 
(i = droplet-vapor heat transfer constant, 

defined in equation (6) 
€( = emissivity of droplets 
0 = nondimensional temperature, defined in 

equation (14) 
0m = nondimensional bulk mean tempera

ture, defined, in equation (15) 
X = a heat transfer dependent parameter, 

used in equation (27) 
pB = vapor density 
<T = Stefan-Boltzmann constant 
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In the present study the values of B and C are constants. The 
quantity of the droplet parameter B is determined by the droplet size, 
number density, and the droplet-vapor heat transfer coefficient. Its 
value varies in a relatively wide range. In the present study the range 
of B covers 0 to 120. Of course the larger the value of B the more the 
assumptions of constant droplet size and fixed velocity profile deviate 
from practical situation. The quantity of the wall superheat parameter 
C depends upon the wall temperature and the latent heat of vapor
ization of the droplet, and varies in a relatively narrow range. For 
water in steam at atmospheric pressure the value of C varies from 0.1 
to 0.5 for wall temperatures between 220 and 700°C. 

Equations (16-23) are solved numerically by finite difference 
method using a DEC-20 computer. All the variables are put into 
double precision to reduce the truncation error. The numerical sta
bility is achieved by using implicit scheme for the differential equation 
(16). A tridiagnol matrix is generated in this scheme and the Gaussian 
elimination method is used to solve it [9]. In order to reduce the 
discretization error, the radial increment of R is selected as 0.05 and 
the axial increment of X is set at 0.0005. 

The radial temperature profile near the wall is constructed as a 
second order polynomial with its constants determined from calcu
lated temperatures at three discrete radial locations near the wall. The 
temperature profile is then used to evaluate the wall temperature 
gradient in equation (22) for the local Nusselt number. The 6m is in
tegrated from the equation (23) using trapezoidal rule. 

Limita t ions of this Mode l 
In the present analysis of droplet flow the radiative heat transfer 

is considered to be negligible as compared with the convective heat 
transfer. The droplets participate in the convection as heat sinks and 
in the radiative transfer as absorbing medium. Using an order of 
magnitude analysis, the heat sink per unit length of tube can be pre
sented as 

j8(Tm - T , ) W (24) 

The radiative transfer from the wall to droplets can be evaluated 
from 

ee2wr0 <r(Ta
A - Ts*) (25) 

where ee is the emissi vity of droplets given in [3]. Here the radiative 
absorption of vapor is neglected. Therefore, the radiative heat transfer 
can be neglected if 

P(TW - Ts)r0 
» 1 (26) 

2 < ^ ( T , „ 4 - T s
4 r 

where Tw is used instead of Tm for the simplicity of the evaluation. 
In the model of this analysis it is assumed that droplets are well 

dispersed in the stream and having a constant size. This assumption 
is not true at locations far downstream of the entrance because the 
droplet size will diminish. The range, where the present analysis is 
valid, can be determined from the variation of the heat sink along the 
stream. 

As a simple approach, the heat sink decreases along the stream due 
to both the decreasing of the droplet size and the reduction of the 
droplet density. Generally, the droplet size diminishes according to 

d2 = d0
2 - 2 X t (27) 

where the X is a heat transfer dependent value [1, 2] which can be 
regarded as a constant in the present consideration. If the original 
droplet size is not very small the variation'of droplet size at entrance 
region can be considered negligible. Thus, the decreasing of droplet 
density due to the evaporation will be the only important factor to 
the variation of heat sink. The vapor generation per unit volume of 
mixture for unit length of flow is 

mrd2hd(Tm - r „ ) 1 

Puh/g V 

If 20 percent dilution of droplets is allowed in present model, the 
present analysis will be applicable to a range of entrance region 

(28) 

x I 0.2 PuhfgV \ a 

° \nird2hd(Tm - Ts)j 2 W 

X0-
0.1 

BC 

(29) 

(30) 

R e s u l t s and D i s c u s s i o n 
The calculated local Nusselt numbers for the thermal entrance 

region of laminar droplet flow in a circular tube are shown in Fig. l 
at various axial locations with the droplet parameter B and wall su
perheat parameter C as indices. The limitation of present analysis 
is up to the Xo which is evaluated from equation (30) with a typical 
value of C = 0.25. When there are no droplets present in the vapor 
stream the value of B equals zero. At this condition the calculated local 
Nusselt numbers should equal the values reported by Kays [5] for 
single phase heat transfer. Comparisons between the present result 
to that in reference [5] show differences which are less than 0.5 per
cent, and the fully developed Nusselt number is 3.65. 

Fig. 1 indicates that the local Nusselt number is sensitive to the 
variation of the droplet parameter B in the range of present consid
eration. The larger the value of B the higher the local Nusselt number. 
However, the local Nusselt number appears to be less sensitive to the 
variation of the wall superheat parameter C which is in the range of 
0 to 1.0. For the same reason, the error introduced by substituting the 
6m for 8 in linearizing the energy equation can be considered as small, 
because the effect of this approximation will be of the same order of 
magnitude as that of the variation of C in present study. 

The Nusselt number can also be presented in a form of 

Nu, 
29^0 

k(Tw - Ts) 

= Nu s /0m 

(31) 

(32) 

The Nusselt number is essentially the ratio of a newly defined 
Nusselt number Nus and the nondimensional bulk mean temperature 
of the vapor. This Nus is defined in terms of saturation temperature 
of the fluid instead of the bulk mean temperature. The Nu, and the 
8m along the axial locations are presented in Figs. 2 and 3, respectively. 
Both of these sets of curves show monotonic variations. For very di
luted droplet flow (for example, B = 0.05) these curves are very close 
to that of single phase flow, which is consistent with what would be 
expected. 

The fully developed Nusselt number of laminar droplet flow with 
parabolic velocity profile has been reported by Dix and Anderson [4]. 
That is 

Nu„ 
2wl\(w) 

I0(w) - 8I2(w)/w* 

where 

w= [ B ( l + ( l - 0 m „ ) ' C ) ] 1/2 

(33) 

(34) 

and / is the modified Bessel function of the first kind. 
The comparison of the equation (33) and the calculated fully de

veloped Nusselt number of present study is shown in Fig. 4. It is in-
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Fig. 1 The variation of local Nusselt number Nu, with axial locations 
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Fig. 2 The variation of Nus with axial locations 

Fig. 3 The variation of bulk mean temperature with axial locations 

teresting to find from both results that when the value of w ap
proaches zero the Nuo approaches 6.0 instead of 3.65. This feature 
also appears clearly in Fig. 1. Regardless of the smallness of B values 
the fully developed Nusselt number of droplet flow is always about 
6. In fact, the fully developed behavior occurs mostly beyond the 
position of Xo; therefore the above discussion is subject to the accu
racy of present model. 

When the value of B is very small the Xn can be very large. How
ever, the small B would imply very low droplet density if the droplet 
size is assumed to be not too fine. Here the present analysis is also not 
accurate because the assumption of well dispersed droplets is not 
adequate when droplet density is very low. As a result, the deviation 
of the fully developed Nusselt number at low B's from the single phase 
result is not a critical point of the discussions. 

Along the flow direction of a tube which has constant wall tem
perature, the wall heat flux decreases while the effective heat sink 
increases because the thermal field gradually penetrates toward the 
centerline of the tube. This unique feature of droplet flow is further 
elaborated in Fig. 5 where the radial temperature profiles are pre
sented for different values of B at axial locations. Without droplets 
the vapor temperature profiles are similar after they reach the tube 
centerline. When droplets are present in the vapor stream, the tem
perature profile also penetrates toward the tube center line, however, 
with a much slower rate. The stronger the heat sink the less the pen
etration at a same axial location. In other words, the central core of 
the vapor stream is less influenced by the heated wall for droplet flow 
with higher droplet parameter B. 

In practical application, it is interesting to know that, unlike the 
single phase heat transfer, the energy balance equation does not give 
the explicit quantitative relationship between the wall heat flux and 
the bulk mean temperature. The energy balance equation for the 
vapor in droplet flow can be written as 

2T"'OC/,„ = TITO2 Vp„C 
dTm 

'dX 

rr°«7rd%dCr-T,) 
Jo 

1+. 
CP(T-TS) 

hi. 
2-rrrdr (35) 

Fig. 4 The fully developed Nusselt number as a function of the heat sink 
parameter w 
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Fig. 5 The comparisons of radial temperature profiles for different droplet 
parameters B at locations 

can not be evaluated. Therefore, Figs. 2 and 3 are recommended for 
the direct evaluation of the wall heat flux and the bulk mean tem
perature of the vapor. 

Conclusion 
The present analysis revealed some unique heat transfer behaviors 

of laminar non-equilibrium droplet flow. The approximation of 
droplet heat transfer contribution by equivalent heat sink in the 
continuous phase is demonstrated to be very effective in handling 
complicated problems. 

A c k n o w l e d g m e n t 
The author is grateful for the assistance of Mr. J. Zerpa, Mechanical 

Engineering Student, Carnegie-Mellon University. 

References 
1 Habib, I. S., "The Interaction of a Hot Gas Flow and a Cold Liquid Spray 

in Chennels," ASME JOURNAL OF HEAT TRANSFER, Vol. 98, 1976, pp. 421-
426. 

2 Bhatti, M. S., "Dynamics of a Vaporizing Droplet in Laminar Entry Re
gion of a Straight Channel," ASME JOURNAL OF HEAT TRANSFER, Vol. 99, 
1977, pp. 574-579. 

3 Sun, K. H., Gonzalez-Santalo, J. M., and Tien, C. L., "Calculations of 
Combined Radiation and Convection Heat Transfer in Rod Bundles Under 
Emergency Cooling Conditions," ASME JOURNAL OF HEAT TRANSFER, Vol. 
98. 1976, pp. 414-420. 

4 Dix. G. E., and Andersen, J. G. M., "Spray Cooling Heat Transfer for a 
BWR Fuel Bundle," Thermal and Hydraulic Aspects of Nuclear Reactor 
Safety, Vol. 1., Light Water Reactor, Ed. 0. C. Jones and S. G. Bankoff, ASME, 
1977, p. 236. 

5 Kays, W. M., "Numerical Solutions for Laminar-Flow Heat Transfer in 
Circular Tubes," Trans. ASME, Vol. 77, 1955, pp. 1265-1274. 

6 Yao, S. C, and Henry, R. E., "An Investigation of the Minimum Film 
Boiling Temperature on Horizontal Surfaces," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 100, 1978, pp. 260-267. 

7 Ganic, E. N., and Rohsenow, W. M., "On the Mechanisms of Liquid Drop 
Deposition in Two Phase Flow," ASME Paper No. 76-WA/HT-18. 

8 Lee, K., and Ryley, D. J., "The Evaporation of Water Droplets in Su
perheated Steam," ASME JOURNAL OF HEAT TRANSFER, Vol. 90,1968, pp. 
445-451. 

9 Carnahan, B., Luther, H., and Wilkes, J., Applied Numerical Methods 
John Wiley & Sons, Inc., 1969, p. 270. 

Journal of Heat Transfer AUGUST 1979, VOL. 101 / 483 

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



S. K. Griffiths 
NSF Graduate Fellow, 

Department of Mechanical and Industrial 
Engineering, 

University of Illinois at Urbana-Champaign 
Urbana, IL 61801 

Student Mem. ASME 

F. A. Morrison, Jr. 
University of California, 

Lawrence Livermore Laboratory, 
Livermore, CA 94550 

Mem. ASME 

Introduction 

Low Peclet Number Heat and Mass 
Transfer from a Drop in an Electric 
Field 
An electric field, when applied to a dielectric drop suspended in another such fluid, gener
ates a circulating motion. The low Peclet number transport from the drop is investigated 
analytically using a regular perturbation expansion. A digital computer is used to obtain 
exact solutions to the resulting equations. These solutions yield accurate results up to 
a Peclet number of at least 60. 

When a uniform electric field is applied to a dielectric fluid in which 
a drop of another dielectric fluid is suspended, a charge buildup occurs 
at the drop/continuous phase interface. The field, acting on this 
charge distribution, produces stresses on the drop surface. The tan
gential stress component is balanced by fluid motion in the neigh
borhood of the interface. Such flow will increase the heat or mass 
transfer rate between the drop and the continuous phase. Conse
quently, the flow generated by an electric field is of practical interest 
for direct contact exchange between immiscible liquids. 

Taylor [1] analyzed the creeping motion generated by an electric 
field imposed on a spherical drop. It was found that either of two di
rections of circulating flow are produced. For either type, the 
streamlines describing such flow inside and outside a drop are shown 
in Fig. 1. 

Transient heat and mass transfer for high Peclet number flow 
generated by an electric field was analyzed by Morrison [2]. It was 
found that the Nusselt number is proportional to the magnitude of 
the applied field. Experimental studies by Thornton [3], and Ko-
zhukhar and Bologa [4] indicate remarkable increases in heat transfer 
and chemical extraction rates. 

The purpose of this study is to examine the low Peclet number 
transfer in this electroconvective, creeping flow. Creeping fluid motion 
is characterized by negligibly small Reynolds number. Since dielectric 
fluids possess high Prandtl or Schmidt numbers, transport can occur 
over the full range of Peclet number. 

Governing Equations 
The flow generated by an electric field, outside a spherical drop of 

radius a is given by the Stokes stream function 

f = L / a 2 [ ( a / r ) 2 - l ] ( l - Z 2 ) Z (1) 

where Z = cos (8). As shown in Fig. 1, r is the radial distance from the 
drop center and 8 is the polar angle measured from the axis of sym
metry. The scalar U is the maximum fluid speed produced by the 
electric field. This maximum occurs at the interface r = a, and 8 = 7r/4 
and 37T/4. Taylor [1] found that 

- 9 £2aK2 (<r2K1)/((r1K2) 
U = • 

1 
(2) 

8TT(2 + cra/ffi)2 5 (MI+.M2) 

E is the magnitude of the applied field, K, a, and n are the dielectric 
constant, electrical conductivity, and viscosity, respectively. The 
subscript 1 refers to the surrounding fluid. The subscript 2 refers to 
the drop. 

It is observed that when the ratio ((J2K1)/'(o'1*2) is greater than unity, 
circulation is from the equator to the poles and vice versa when 
(o"2Ki)/(ciK2) is less than unity. It is further observed that the speed 
of circulation is dependent on the sum of the viscosities, but not on 
their ratio. 

The individual velocity components are related to the stream 
function by the equations 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 
31,1978. 

Fig. 1 Streamlines of the electrically driven circulating flow 

' r2dZ 

and 

di/-

(3) 

(4) 
r(l - Z2)m dr 

The steady-state temperature distribution is governed by the en
ergy equation 

aVr
2t=V-Vrt (5) 

where t is the local temperature, a is the thermal diffusivity, and V 
is the local fluid velocity. Subscripts are used on the vector operators 
to denote the appropriate radial variable. 

The governing equations for mass transfer are analogous to those 
for heat transfer and need not be written separately. The corre
sponding expressions for mass transfer are obtained by replacing 
temperature by concentration and thermal diffusivity by molecular 
diffusivity. The analysis of mass transfer additionally requires the 
introduction of a distribution coefficient for the interface boundary 
condition. 

Restricting our attention to the case where the dominant thermal 
resistance is found outside the drop, we seek to solve the energy 
equation in that region. 

Dimensionless Formulation 
The dimensionless distance from the drop center is taken to be 

R = - (6) 
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which is everywhere positive. The dimensionless temperature T is 
defined by 

T = (t-U)/(ta-U) (7) 

where t» is the fluid temperature far from the drop and ts is the drop 
surface temperature. The Peclet number associated with the flow 
generated by an electric field is defined in terms of the maximum 
circulation speed U and the thermal diffusivity of the fluid outisde 
the drop. 

„ 2Ua 
Pe = (8) 

« i 
For convenience, the parameter 

e = - Pe (9) 
2 

is introduced. The dimensionless velocity components are 

ur = — 
U 

and 

Un = • US. 
U 

(10) 

(11) 

Applying these definitions, the steady-state energy equation re
duces to 

ft2 dft \ dR) R2 dZ 
(1 - Z2) 

dT 

dZ 

dR R dZ 
(12) 

In dimensionless form, the boundary conditions for equation (12) 
are 

and 

T = 1 at R = l 

• 0 as ft 

(13) 

(14) 

Zeroth Order Solution 
Substituting velocities found from the stream function (1) into the 

dimensionless energy equation (12) yields 

V « 2 T = e (R- •R-2)(3Z2 dT 
1) — + 2ft~5(Z2-

dR 
DZ 

.dT) 

dZ 
(15) 

Again, a subscript is used on the vector operator to denote the ap
propriate radial variable. The solution of equation (15), for small e, 
is sought in the form of a regular perturbation expansion about the 
conduction solution. 

It is noted that a regular expansion fails when used in an attempt 
to analyze transport from a translating sphere in Stokes flow [5]. The 
reason for this failure is that the fluid velocity does not approach zero 
as r increases without bound. Therefore, in some region far from the 

•Nomenclature. 

sphere, the convection and conduction contributions to transport will 
be of the same order of magnitude. More graphically, the fluid velocity 
associated with a translating sphere is 0(U) far from the body. The 
conduction temperature distribution, however, falls off inversely with 
distance from the sphere center. Hence, as r increases without bound, 
the ratio of the convection to the conduction flux is 

a V 2 T 
= 0[(r/a)Pe] (16) 

Conduction clearly cannot be the dominant mode of transport far 
from the body, regardless of how small Pe may be. This constitutes 
a contradiction of assumption and demonstrates that the conduction 
solution is not everywhere a valid approximation for undertaking a 
perturbation analysis of transfer from a translating body. 

Examining the circulating flow generated by an electric field, it is 
observed that the fluid velocity far from the drop is 0(Ua2/r2). In this 
instance, the ratio of the convection to the conduction flux far from 
the body becomes 

V-VT 

aV2T 
= 0[(a/r)Pe] (17) 

Equation (17) indicates that throughout the fluid, conduction will be 
the dominant mode of transfer provided that Pe is sufficiently small. 
Therefore, a regular perturbation is appropriate and a solution of the 
energy equation (15) may be written in the form 

T = T 0 + eT : + €2T2 + (18) 

Satisfying the boundary conditions given in equation (13) and 
equation (14) for all e requires that 

and that 

To = 1 at R = 1 

T0 -* 0 as R -* » 

Tt = 0 at R = 1 

T; — 0 as R — •» 

(19) 

(20) 

(21) 

(22) 

for higher order terms. 
Corresponding to the form of equation (18), an expression for the 

heat or mass transfer coefficient will be sought in the form 

Nu = Nu0 + eNui + f2Nu2 + . . . (23) 

Substituting equation (18) into equation (15) and grouping like 
powers of e leads to the recursive expression 

V f l
2 r ; = (ft~* - ft"2)(3Z2 - 1) ^ z i + 2R~HZ2 - l)Z?7i~l 

dR 

1,2 ,3 , . . 

dZ 

(24) 

As the entire right-hand side of equation (24) is known, it is a Poisson 
equation. T0 describes the temperature distribution for transfer by 
conduction only and is given by 

V f l
2 T 0 = 0 (25) 

a = sphere radius 
A(N) = function defined by equation (36) 
B(N) = function defined by equation (37) 
C(N) = function defined by equation (38) 
D(N) = function defined by equation (40) 
E = magnitude of applied field 
E(N) = function defined by equation (41) 
/(ft) = function defined by equation (28) 
G(N) = function defined by equation (42) 
Nu = Nusselt number 
Pe = Peclet number 
PN(Z) = Legendre polynomial 
'' = spherical radial position 
ft = dimensionless spherical radial position 

t = temperature 
T = dimensionless temperature 
ur = dimensionless radial velocity compo

nent 
ue = dimensionless tangenital velocity com

ponent 
U = maximum circulation speed 
vr = radial velocity component 
vg = tangential velocity component 
V = velocity vector 
Z = cos (6) 
a = thermal diffusivity 
e = variable defined by equation (9) 
K = dielectric constant 

0 = polar angle 
H = viscosity 
o" = electrical conductivity 
4> = Stokes stream function 

Subscr ipts 

1 = outside drop 
2 = inside drop 
; = order of solution 
N = variable defined bv equation (28) 

Superscr ip t 

i = order of solution 
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The well known solution to equation (25) which satisfies the specified 
boundary conditions is E(N)-

N(N+1)2 N2(N + 1) 

(2JV+3)(2AT+1) (2W-1) (22V+1) 
(41) 

To'- (26) and 

The zeroth order contribution to heat transfer is also well known. 

Nu0 = 2 (27) 

H i g h e r Order T e r m s 
To solve for higher order terms, the solution to equation (24) is 

sought in the form 

G(N) = -N(N - 1)(JV + 1)/(2N - 1)(2N + 1) (42) 

At this point it is clear that equation (31) may be solved termwise. 
The iVth term of the left-hand side is comprised of expressions in
volving PN(Z) only. The iVth term of the right-hand side will, how
ever, contain expressions involving PN+2(Z), PN(Z), and PN-2(Z). 
If the right-hand side is expanded and terms containing like order 
Legendre polynomials are equated, equation (31) may be written 

Ti = Y.fN
i(R)PN(Z) 

N 
(28) R2dR 

, dfN'(R)] _ J_ 
R2' dR 

R2 '".S"\ - ~N(N + l)fN
l(R) = (R~4 - R~2) 

where PN(Z) is the Nth order Legendre polynomial. To satisfy the 
boundary conditions given in equation (21) and equation (22) for all 
Z, we must have 

and 

fNl(R) = 0 at R = l 

fN
i(R)^*0 as fl^» 

(29) 

(30) 

By making the substitution indicated in equation (28), equation 
(24) may be rewritten as 

I ^ H ^ ,dfN'(R) 

dR 

1 . d 
+ —fN'(R) — 

R2 dZ 

( 1 - Z 2 ) -
dPN(Z) 

dZ 

PN(Z)(R~*-R-2)(SZ2-1) 
dfN'-HR) 

dR-

+ 2R-5fN'~HR)(Z2 - \)Z 
dPN(Z) 

dZ 
(31) 

It is observed that a portion of equation (31) may be simplified using 
Legendre's equation. 

d_ 

dZ 

If the identities 

( 1 - Z 2 ) 
dPN{Z) 

dZ 
-N(N+l)PN(Z) (32) 

(Z2 - 1) dPN(f] = NZPN(Z) - M V - i ( Z ) (33) 
dZ 

and 

ZPN(Z) - ~ 2^n (34) 

are appropriately applied, equation (31) may be further simplified. 

(3Z2 - l)PN(Z) = A(N)PN+2(Z) 

+ B(N)PN(Z) + C(N)PN-2(Z) (35) 

where 

A(N) = 3(N + l)(N + 2)/(2N + 3)(2iV + 1) (36) 

B(N) 
3(N + 1)2 3W2 

(2N+3)(2N+l) (2N-l)(2N+l) 

and 

C(N) = 3N(N - 1)/(2N - 1)(2JV + 1) 

1 (37) 

(38) 

(Z2 - 1)Z dP»^± = D(N)PN+2(Z) 
dZ 

+ E(N)PN(Z) + G(N)PN-2(Z) (39) 

where 

D(N) = N(N +l)(N+ 2)/(2N + 3)(2N + 1) (40) 

A(N-2) 
dfn HR) 

dR 

dfN+J-HR)' 

+ B(N) 
dfN'-HR) 

dR 
+ C(N+2) 

dR 
+ 2RS[D(N - 2)fN-j-HR) 

+ EWfN'-HR) + G(N + 2)fN+2
i~1(R)] (43) 

Equation (43) is an Euler equation and is readily solved using the 
method of variation of parameters. 

Inspection of equation (43) yields several useful results. Firstly, the 
values of N for which fNl(R) is not necessarily zero will lie in the in
terval 

0 < N < 2i (44) 

Secondly, 

fN'(R) = 0 when N is odd (45) 

satisfies the governing equation and the boundary conditions. Lastly, 
the undefined functions f-2'(R) and /- i ' ( f i ) will not appear in 
equation (43) since 

A(-2) = A ( - l ) = D( -2 ) = £>(-!) = 0 (46) 

T\ is found by taking i equal to one. By equation (44) and (45), the 
values of N are limited to 0 and 2. Noting that f2°(R) = 0 and that 
A(~2) = fl(0) = D( -2 ) = £(0) = 0, equation (43) for N = 0 be
comes 

R2dR 
R2 dfoHR) 

dR 
•0 (47) 

whose solution satisfying equation (29) and equation (30) is zero. 
Calculating coefficients for N equal to 2, substituting /o°(R) = l/R 

into equation (43) and noting that f2°(R) and /VCR) are zero yields 

-LA. 
R2dR 

R 
dfsHR) 

dR 
•—fiHR) = 2(fl~* - R-«) 

whose solution, which satisifes the boundary conditions, is 

f2
l(R) = --R-* + -R-Z--R-2 

3 6 2 

Combining these results yields 

5 1 \ 

HP2(Z) 

T2 may be computed in a similar manner, yielding 

T2 

T1 = \--R-'i + -R-Z-
' 3 6 

(48) 

(49) 

(50) 

— R'7 - —R~6 + —R-5 + —R-* - — fl-3 
105 18 75 12 15 

+ — R-1 \Po(Z) + [— ln(fl)fl-a + — fl-7 
6300 / 135 189 

- A j M + —«-« + - « - « - — B ^ W ) 
63 147 21 1323 I 

+ [—ln(fl)fl-6 + i i . f l - 7 _ A f i - 6 
\35 385 7 
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+ — RS--R-* + —R-*)pi(Z) (51) 
2156 28 245 / 

Heat Transfer 
The first, and all higher order contributions to transfer may be 

found by integrating the normal flux over the drop surface. 

T.Y.CmnR
m\nHR) (57) 

Nu,- r^\ az 
J-i dR \R=I 

(52) 

The Legendre polynomials are, however, an orthogonal set over the 
interval - 1 to 1 with respect to a weight function of unity. 

I> (Z)dZ = 0 for N^O (53) 

Hence, each term of equation (23) yields a contribution 

N * - 2 « | (54) 
dR \R=I 

Accordingly, the first order contribution is 

Nui = 0 (55) 

This result is not, as might appear, happenstance. It has been shown 
[6] that the average heat transfer coefficient of convection heat 
transfer from any isothermal body, to a fluid of uniform temperature, 
is invariant to flow reversal. Although flow reversal may result in large 
differences in local fluxes, and although the two flux distributions may 
not mirror one another, the overall steady-state transfer rate is in
dependent of the direction of flow. 

The invariance of the transfer rate is not trivial. Flow reversal does 
not constitute mere rotation of the coordinate axis. In the case of flow 
generated by an electric field, one direction of flow has a contacting 
stream surface approaching the drop on a line, the axis, and leaving 
on the equatorial plane. The contacting stream surface in the reverse 
direction of flow does precisely the opposite. The characteristics of 
two such flows are quite different and the fact that the average 
transfer rate is the same in both cases does not result from sym
metry. 

Noting that e in equation (23) may be either positive or negative, 
it follows that the first order result (55) holds for all odd order con
tributions to the Nusselt number. 

Nu,- = 0 when i is odd (56) 

Since the odd order terms in the series solution of the energy 
equation make no contribution to heat or mass transfer, an unusually 
large number of temperature terms must be computed to obtain 
nonvanishing, higher order results. Beyond the third order term this 
task becomes unreasonable to perform by hand. To overcome this 
impediment a computer solution was sought. The result is a PL/I 
FORMAC [7,8] implemented program which analytically solves 
equation (43) and can more generally solve equation (12) using a 
regular perturbation expansion (18) for a wide range of velocity dis
tributions. The program source utilizes the same algorithm used to 
compute Ti and T2 by hand. 

FORMAC was chosen as the programming language for its capac
ities in symbolically manipulating mathematical expressions. FOR
MAC expressions may contain variables, constants to 2295 digits, the 
symbolic constants, e, ir, and i, and a variety of common functions 
such as sin(;t), fn(x), erf(x), etc. Provisions are also made for the use 
of user defined functions. Mathematical expressions may be compared 
and evaluated. FORMAC's built-in operations include differentiation, 
rational arithmetic, extraction of polynomial coefficients and expo
nents, and extraction of common denominators. Key operators can 
also be.discerned so that expressions may be parsed. As the PL/I-
FORMAC Interpreter is an extension of the IBM OS/360 PL/I (F) 
compiler, the entire PL/I capability is available to the FORMAC 
user. 

In addition to the direct use of FORMAC's indigenous operations, 
it was necessary to devise a routine to perform variation of parameters. 
This routine includes a user developed integration package capable 
of integrating any expression of the form 

All integration procedures are verified using the FORMAC symbolic 
differentiation capability. Failure of positive verification would result 
in terminating program execution. 

Following variation of parameters, the program evaluates the re
sulting general solutions in order to satisfy the boundary conditions 
specified in equations (29) and (30). Each term of the energy equation 
solution is then analyzed using equation (54) to yield its contribution 
to heat transfer. 

To date, the first six terms of the energy equation solution have 
been computed. No effort has been made to obtain the seventh term. 
As an observation on the necessity of employing computer techniques, 
it is noted that the sixth order solution contains 239 terms and con
stants to 37 digits. 

The computer results agree identically with the first and second-
order solutions obtained by hand. Additionally, it was found that 
equation (56) is satisfied through the fifth-order term. 

The following expression for low Peclet number transfer was ob
tained. 

Nu 
41 „ 66245909 

2 + e2 ( 
3150 1376633758500 

+ -
256775989847862459773 

886183941117771846049500000 
e6 + 0(f8) (58) 

It is again noted that the value of the Nusselt number is independent 
of the sign of e. Convective contributions to transport for the two di
rections of flow are identical. 

The valid range of equation (58) is not known precisely. A com
parison of the coefficients in equation (58) indicates that the ex
pression is valid, and accurate to within 2 percent at a Peclet number 
of 15. This corresponds to a Nusselt number of 2.61. At a Peclet 
number of 30, the terms in equation (58) become about equal in 
magnitude. Beyond this value, the series appears to diverge badly. 

Simple failure of the series to converge should not automatically 
be taken to mean that the useful range has been exceeded. Many di
vergent or slowly convergent series may be successfully summed 
employing a variety of special methods [9]. A method which seems 
especially well suited to summing oscillating series, both convergent 
and divergent, has been proposed by Shanks [10] and Lubkin [11]. 

The nonlinear, nonregular, first-order Shanks transform is given 
by 

e(Sn) = 
Sn-iSn+i — Sn

2 

Sn-i + Sn+i — 2Sn 

(59) 

where, in our case, the partial sums are given by 

Sn = £ Nu2ie
2'' n = 0,1,2,... (60) 

i=0 

It has been shown [11] that if S„ and e(Sn) converge, then their limits 
are equal. That is 

lim Sn = Km e(Sn) (61) 

The advantage in utilizing such a transform is that e{Sn) may con
verge more rapidly than Sn. Additionally, in some instances where 
S„ does not converge, e(Sn) may converge to the analytical contin
uation of the sums of convergent series (60). 

Applying the transform (59) to the partial sums Si and S-2 of 
equation (58) yields e(Si) and efSy. A comparison of these two terms 
indicates that convergence under the transform is very good up to a 
Peclet number of about 30. This value corresponds to a Nusselt 
number of 3.89. 

Up to and beyond a Peclet number of 30, the results obtained here 
have been compared with those of a preliminary numerical analysis 
of the problem [12]. This reveal&d that the arithmetic mean 

Nu< 
e(Sl) + e(S2) (62) 
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(equivalent to the first-order Cesaro sum of the transformed series) 
is accurate to within 2 percent up to a Peclet number of 60. The 
Nusselt number corresponding to a Peclet number of 60 is 6.17. 
Convective effects are, of course, quite significant in this range. 

Conclusions 
Unlike the case of a translating sphere, it was found that a pertur

bation about the zero flow solution is everywhere valid for analysis 
of transport due to the low Peclet number creeping flow generated 
by an electric field. A computer program was developed to perform 
the perturbation expansion by analytically solving a recursive set of 
Poisson equations in spherical coordinates with axial symmetry. 
Employing this program, the average transport rate, expressed as the 
Nusselt number, was determined as a power series in Peclet number 
having rational coefficients. The useful range of the series was found 
to extend at least to a Peclet number of 60. In this regime, the elec-
troconvective contribution to heat or mass transport becomes very 
significant. As anticipated, it was also observed that the Nusselt 
number is invariant to flow reversal. 
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Molecular Gas Radiation in the 
Thermal Entrance Region of a Duct 
The effect of molecular gas radiation upon the thermal development downstream from 
a step change in wall temperature is examined for both laminar and turbulent flow in a 
black-walled flat-plate duct. The exponential-tailed band model is used to represent 
spectral variations in gas absorption and emission. Values of total and radiative Nusselt 
numbers, cold-wall-layer transmission factors, and dimensionless bulk temperatures are 
reported for several dimensionless axial locations and for various sets of the dimension-
less controlling parameters. Even in the entrance region, self absorption by wall layer gas 
blocks significantly the radiation exchange between the gas core and wall. An approxi
mate correlation is proposed for both plane-duct and pipe turbulent entrance flows. 

Introduction 

While much progress has been made in treating simultaneous ra
diation and convection in detail for some specific duct flow situations 
[1-15], engineering analysis is usually carried out using one of two 
alternative approximations. One is the zone method [16-18] which 
is often used for convenience, because uncertainties in radiant 
properties [19] generally outweigh those introduced by simplicity in 
modeling. The other is the multiflux method in which a differential 
formulation is employed for finite-difference calculations carried on 
to solve for the temperature and flow fields [20]. The objective of this 
paper is twofold. On the one hand, the paper shows how the thermal 
entrance region of a parallel plate duct may be treated in detail with 
account taken of the spectral variations in molecular gas properties 
without invoking either of the two common approximate methods. 
In this respect it is a contribution to the detailed literature represented 
by references [1-13]. On the other hand, the paper derives values of 
wall layer transmittance, a convenient factor to introduce into either 
a zone or multiflux model in order to correct for the shielding effect 
of the wall boundary layer. In this respect the paper adds to the lit
erature on the wall layer effect [4-6, 19]. 

Turbulent entrance flow in an annulus was treated by Nichols [1] 
who used a perturbation series expansion and neglected gas-to-gas 
radiation in evaluating the coefficient integrals. The assumption was 
made that the temperature profile was not much affected by the op
tically thin radiation. Comparison was made with an experiment at 
3.2 atm in an annulus with radius ratio 0.2 at a Reynolds number of 
20000. A seven percent increase in heat transfer due to radiation was 
observed in agreement with predictions. Landram, Grief, and Habib 
[2] treated hydrodynamically and thermally established turbulent 
flow of an optically thin fluid in a tube with constant wall heat flux. 
Nusselt number was found to vary as C(£)Re'1 (for Pr = 0.73) with an 
exponent n of approximately 0.7 independent of a radiation interac
tion parameter £, and C({) was nearly linear in £, with £ itself a func
tion of Reynolds number, Nusselt number, and a radiation-conduction 
parameter based on Planck mean absorption coefficient. Habib and 
Greif [3] measured wall temperature and gas temperature profiles in 
a 48.3 mm ID tube containing turbulently flowing carbon dioxide and, 
for comparison, air. Balakrishnan and Edwards [4] treated thermally 
and hydrodynamically established turbulent flow in a flat plate duct 
with isothermal wall. Previously Edwards and Balakrishnan [5, 6] had 
treated such flow for a constant volume heat source. The difference 
in solutions was found to be small, suggesting that the results were 
valid for constant wall heat flux under thermally established condi
tions. Wassel and Edwards [7] treated thermally and hydrodynami
cally established flow with constant wall heat flux for the circular pipe. 
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Tabulated results and interpolation rules were presented to facilitate 
practical calculations. 

In the case of established laminar flow, Viskanta [8] treated the 
problem of a gray gas in a parallel plate channel. Edwards, et al. [9] 
developed an approximate solution for a nongray radiating gas. A 
simple relation for a radiative Nusselt number was found in terms of 
an exponential-band-radiation-to-conduction parameter. Balak
rishnan and Edwards [4], in addition to treating turbulent established 
flow, developed appropriate band expressions needed for the ap
proximate laminar solution and compared it with detailed numerical 
calculations. Agreement was within 7 percent. Wassel and Edwards 
[7] treated the laminar case as well for established pipe flow. 

Laminar entrance flow in a pipe was treated numerically by deSoto 
[10]. Results in dimensional form were particular to a 1.83 m long 50.8 
mm ID black pipe at 1389 K having 4.54 kg/hr of C0 2 gas enter at 1 
atm and 294 K. Comparison of the numerical results was made with 
a "crude approach" in which the local wall heat flux was equated to 
the uncoupled local heat transfer coefficient from the Graetz solution 
times wall-to-bulk temperature difference, plus the gas-total-ab-
sorptivity-wall-radiosity product, and minus the gas total emissivity 
multiplying the black body radiosity at the gas bulk temperature. 
Agreement with the crude approach was very poor for laminar flow, 
because, as was shown earlier by deSoto and Edwards [11], isothermal 
gas radiation at the bulk temperature does not correspond at all well 
to the true gas radiation incident upon the wall, particularly for a hot 
wall and cold gas. 

Pearce and Emery [12] treated the thermal entrance problem and 
the simultaneous hydrodynamic and thermal entrance problem for 
a black circular tube in laminar flow. A gray gas and a gray-band gas 
were considered. Kurosaki [13] examined the laminar entrance flow 
of a gray radiating fluid in the parallel plate duct. Grief and McEligot 
[14] treated the thermal entrance region of a parallel-plate duct for 
hydrodynamically established laminar flow (and slug flow) of an op
tically thin gas. An analytical series was obtained in the linearized 
radiation limit, and successive substitution was used for the nonlinear 
case. In the linearized limit, superposition of the conduction and ra
diation wall heat fluxes computed independently was exact, but when 
the wall-to-bulk temperature ratio differed markedly from unity the 
conduction contribution was found to be quite sensitive to radiation. 
Later a nongray, non-optically-thin gas was treated, and results 
particular to carbon monoxide were calculated [15]. 

While what deSoto termed the "crude approach" is not appropriate 
to laminar duct flow, for turbulent flow a zone or well-stirred reactor 
approach is often appropriate to engineering. What has been found 
for established flows, however, is that a wall-layer transmittance must 
be introduced to account for self-absorption by the wall layer [6]. It 
is of interest to know how close to the inlet one must be for this 
quantity to be substantially equal to unity, how rapidly it falls to its 
established value, and what is an appropriate mean value. In this 
paper both the laminar and turbulent thermal entry problem are 
treated, and the solutions tabulated in dimensionless form. For tur
bulent flow, a simple Dittus-Boelter type correlation is proposed. 
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F o r m u l a t i o n 

Assumptions. Fluid enters the heated or cooled section of a par
allel plate duct of thickness 25 with uniform inlet temperature To and 
hydrodynamically established velocity profile. The walls have equal 
and uniform temperature Tw and are black. Streamwise conduction 
and radiation are assumed negligible, and properties are assumed 
constant at a reference state temperature. In the case of turbulent 
flow, the eddy diffusivity for momentum is modeled by the Van Driest 
expression [21] near the wall, and the Mei and Squire correction [22] 
is applied for the channel center. Eddy diffusivity for heat is taken 
to be that for momentum divided by a turbulent Prandtl number 
equal to 0.9 [23, 24]. For laminar flow the eddy diffusivities ace, of 
course, zero. 

The spectral absorption coefficient k, for wavenumber v is pre
scribed by the exponential-tailed band model [20]. At wavenumbers 
near the origin vu of the kth absorption band, 

+ Rd, 
d 

[qR*(y*)] 

kk(") = — exp[-(vk ~ v)/uik], v > vk (1) 

and the energy equation 

. dfl d [ . dB 
u+ = c / /+ 

dx* dy* [ dy* 

subject to 

x* = 0,6 = l;y* = 0,8 = 0;y* = l,d8/dy* = 0 

where, following references [4] and [5], 

Rt = 5+ = vT6/vm, uT = UbVcf/Z 

y*=y/S = y+/5+, u+ = u/vT 

6+ - 1 = ( W " m ) / ( 1 + 3.4y*) 

tVDhm = - (1/2) + (1/2) (1 + 4 (Ky+)2[1 - exp {~y+/A+)]^ 

K = 0A,A+ = 26 

8 = (T- TW)/(T0 - Tw), x* = x/(5R (Prm) 

« + = 1 + (Prm/Pr ()(£+ - 1) 

(4) 

(5) 

where a/, is the integrated intensity and u>k is the band wing decay 
width. The representation here is for an asymmetric band with ov
erlapped lines, but a symmetrical band is represented by a mathe
matically equivalent expression. Thus the results hold for either 
shape. 

In formulating the radiant flux, the assumption is made that the 
partial derivative of the Planck function with temperature is evalu
ated at a reference temperature and at wavenumber vu for wave-
numbers near the feth band. The bands are thus assumed to be 
nonoverlapped, and the temperature difference \TQ— Tw\ is assumed 
small compared to the absolute temperature level. 

Governing Equations. In dimensionless form the governing 
equations are the momentum equation 

Rdn £ a>k[dB(,k,T)/dT]Ak*/(kri 
k=i 

JS) 

B{v, T) = 2TT/IC V/ [exp (hcv/kT) - 1] 

Ak* = As* (2rH,*), A.*(Z) = In (z) + Et(z) + y + (1/2) - E3(z) 

TH,k = akp&liok, 7 = 0.5772156 . . . 

En(t) •• £ exp i-t/ii]ii,l-2dfi (ii = cos 0) 

0 = R( + • 
du~ 

dy* \ dy* 

QR* 

subject to 

y* = 0, u+ = 0; y* = 1, du+/dy* = 0 

(2) 

(3) 

E Wk C Kk*(y*,y*')[<>6/dy*']dy*' 
k=i Jo 

Wk = wk[<>B(i>k,T)/dT]Ak*. E cck[dB(»k,T)/dT]Ak* 

Kk* = [As*(TH,k(2-y*-y*'))-As*(TH,k\y* DIM* 
- N o m e n c l a t u r e . 

Ak = band absorption of &th band, cm - 1 

As = slab band absorptance, c m - 1 

A+ = van Driest parameter, A+ = 26 
B = Planck radiosity of black body, W/m2 

cm - 1 

B' = derivative of B with respect to T, W/m2 

cm K 
c = speed of light, c = 2.998 .X 108 m/s 
Cf = skin friction coefficient 
cp = specific heat at constant pressure, J/kg 

K 
D = hydraulic diameter, m 
En = exponential integral of order n 
h = Planck's constant, h = 6.626 X 10"34 J 

s 
k = Boltzmann constant, k = 1.3805 X 10 - 2 3 

J/K 
kk = absorption coefficient of kth band, (kg 

m" 2 )" 1 

km = molecular conductivity, W/m K 
K = von Karman constant, K = 0.4 
Kk = radiant flux kernel for kt\\ band 
n = total number of gas bands 
Nrm = radiation to molecular conduction 

ratio 
Nu = Nusselt number based on D 
P = pressure, N/m2 

Pr = Prandtl number 
q = heat flux, W/m2 

I'WL = wall layer thickness to beam length 
ratio 

Re = Reynolds number based on D 
Rdm = dimensionless radiation conduction 

parameter 
R( = turbulent Reynolds number 
t = optical depth (dummy variable) 
T = temperature, K 
u = axial velocity, m/s 
vT = friction velocity, m/s 
VQ = transformation constant 
Wk = weighting factor for feth band 
x = axial distance, m; also mole fraction 
y = distance from wall, m 
a = integrated band intensity, cm_1/kg 

m - 2 

«siab = slab absorptivity of gas 
7 = Euler constant, y = 0.5772156 . . . 
5 = channel half width, m 
€H = eddy diffusivity for heat, m2/s 
(M = eddy diffusivity for momentum, m2/s 
£aiab = slab emissivity of gas 
6 = dimensionless temperature (T - Tw)/(To 

— Tw); also angle from wall normal 
: micron, 10~4 cm or 10 6 

m 
Hm = molecular (dynamic) viscosity, 

s/m2 

v = wavenumber, c m - 1 

N 

vu = wavenumber location of kt\\ band, 
c m - 1 

vm - molecular kinematic viscosity, m2/s 
TT = mathematical constant, w = 

3.1415927 . . . 
p = density of gas, kg/m3 

a = Stefan-Boltzmann constant, a = 5.67 X 
10"8 W/m2 K4 

r = optical depth 
TH = optical depth at the head of the kth 

band 
TWL = wall layer transmissivity 
t^k = band wing decay width, c m - 1 

Subscripts 

b = bulk 
C = convective 
0 = inlet 
R = radiative 
t = turbulent 
T = total 
w = wall 
S = center of channel 
v = spectral 

Superscripts 

* = dimensionless quantity 
+ = turbulent dimensionless quantity 
— = averaged over x 
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where 

eb(x*) 
J 8(j* y*)u+(y*)dy* 

o ^ _Tb-Ta 

C u+(y*)dy* 

(10) 

Wall-layer transmittance is defined as the ratio of the radiative flux 
at the wall to that expected based upon an isothermal gas at the bulk 
temperature 

- QRJx.y = 0) 

es\ab(Tb)<?Tb
4 - as\ab(Tb, Tw)oTw

A (11) 

Here «siab and asiab are the gas emissivity and absorptivity, respec
tively. With the approximations invoked in formulating the rad ;°+ ;"" 
the denominator in equation (11) is the numerator of Rdm, so 

TWL 
l N u f l 

4fldm 

Average Nusselt number is defined such that 

that 

(12) 

: exp 
4(x/D) — 

N u r 
RePr,, 

(13a) 

RePr 
N u r = In (Veb) (= (4/x*) In (l/0b) for laminar flow) (136) 

4(x/D) 
where Re is Reynolds number based upon hydraulic diameter D. 

R e s u l t s and D i s c u s s i o n 
Laminar Flow. Table 1 gives results for four optical depths (THJC 

= 0.1,1,10, and 100) and two values of Nrm = Rdm/Ak* (0.1 and 10) 
versus dimensionless distance from inlet **. For laminar flow R( was 
taken to be 3, and thus x* is understood to be (x/5)/[(ub5/i>m)Pim]. 
Also shown for comparison are results for a nonradiating gas. The 
results in Table 1 apply to a gas with a single band or to a gas with a 
number of identical bands. 

The nonradiating gas results are in excellent agreement with those 
of Schade and McEligot [26], and the correct result is obtained for 
thermally established conditions. With the addition of some molecular 
gaseous absorption and emission, the radiation heat transfer increases 
rapidly at first and then more slowly with increasing TH- In contrast, 
a gray gas has a maximum radiation contribution at TH - 2, and fur

ther increases in TH cause a decrease in radiation heat flux, eventually 
as \hH [8]. 

In laminar flow, a value of wall layer transmittance TWL less than 
one arises from two factors, (1) the self-absorption by the wall layer 
as expected, but also (2) the temperature distribution for which the 
bulk and volumetric temperatures differ. Table 1 shows that even for 
small optical depth, the value of TWL drops below unity as the flow 
develops because of the latter factor, and at larger values of optical 
depth the former factor contributes strongly to reducing TWL- Even 
in the inlet region, values of TWL considerably below unity are seen 
to exist. 

Turbulent Flow. Table 2 gives results for turbulent flow for a gas 
with a single band (or several identical ones) for R t = 1000. Optical 
depths of 1,10,100 and 1000 are examined. Table 3 shows the effect 
of R; for values of 100,300,1000, and 3000 at TH = 50 and Nrm = 10. 
The Reynolds number value based on hydraulic diameter is shown 
for each corresponding value of R;. Turbulence causes a blunter 
temperature profile in the channel, a sharper temperature gradient 
at the wall, and more rapid thermal development. For laminar flow 
and TH = 50, a value of TWL = 0-4 is approached at large x*. Asymp
totic values of 0.53 and 0.76 are seen in Table 3, depending upon 
turbulence level. While the values are significantly higher than for 
laminar flow, they are still considerably less than one. Again, even in 
the thermal inlet region values are seen to be significantly below unity. 
The radiation heat flux grows nearly in proportion to Rdm/AS*(2TH) 
as has been observed previously [5]. A rapid increase in heat transfer 
occurs with increasing TH at first, but with further increase an as
ymptotic value is approached. Figs. 1 and 2 show graphs of Nur, Nur, 
and TWL for Nrm = 1. 

As the radiative interaction increases, the convective heat flux in
creases at low turbulence but decreases at high turbulence, as shown 
in Table 4. At low turbulence, radiation in the wall layer transfers 
energy to increase the temperature gradient, but at high turbulence 
radiation acts to thicken the entire thermal boundary layer, and 
convective transfer at the wall is reduced. 

Results for multiband gases (H 2 0 and CO2) are shown in Table 5. 
The H2O is seen to have a larger value oiRdm because of its wider and 
more numerous bands. However, the bands have considerably less 
optical depth, 12.01 and 5.97 for the strongest two H2O bands vs 447.8 
and 11.97 for the strongest two CO2 bands. The more intense CO2 
bands give rise to a smaller value of wall layer transmittance. With 
both Rdm and TWL smaller for C0 2 than for H 2 0 , the values of Nufj 

T a b l e 2 T h e r m a l d e v e l o p m e n t in t u r b u l e n t flow. E f f e c t of opt i ca l depth a t band head 

Pr m = 0.7,Pr< 
R( = 1000, Re 

x* 

0.001 
0.002 
0.004 
0.01 
0.02 
0.04 
0.1 
0.2 
0.4 
1.0 

X* 

0.001 
0.002 
0.004 
0.01 
0.02 
0.04 
0.1 
0.2 
0.4 
1.0 

= 0.9,Nrm = Rdm/As*(2TH)--
= 85717, cf = 0.00436 

Nonradiating 

Nuc 

293 
255 
229 
201 
184 
171 
161 
160 
160 
160 

Gas 
• h 

0.9958 
0.9928 
0.9874 
0.9737 
0.9535 
0.9171 
0.8230 
0.6912 
0.4858 
0.1714 

= 10.0 

Nur 

363.8 
325.9 
298.6 
269.9 
252.8 
239.0 
228.8 
227.2 
227.1 
227.1 

Nur 

501.2 
453.7 
416.5 
374.0 
347.3 
326.0 
311.7 
310.1 
310.0 
310.0 

TH = 1.0 
AS*(2TH) = 1.789 

TWL 

0.991 
0.987 
0.983 
0.975 
0.967 
0.960 
0.953 
0.952 
0.952 
0.952 

TH = 100 
AS*(2T„) = 6.376 

TWL 

0.823 
0.794 
0.763 
0.721 
0.690 
0.663 
0.644 
0.642 
0.642 
0.642 

ob 

0.9950 
0.9911 
0.9844 
0.9657 
0.9381 
0.8880 
0.7601 
0.5901 
0.3540 
0.0783 

ob 
0.9934 
0.9879 
0.9784 
0.9523 
0.9144 
0.8474 
0.6835 
0.4817 
0.2375 
0.0296 

N U T 

448.0 
407.4 
376.6 
342.0 
320.2 
302.5 
290.1 
288.6 
288.5 
288.5 

Nur 
514.3 
464.2 
424.9 
380.2 
352.4 
330.4 
315.6 
314.0 
313.9 
313.9 

Th 

As*(2 

As*(2 

= 10.0 
rH) = 4.073 

TWL 

0.954 
0.940 
0.923 
0.894 
0.869 
0.847 
0.830 
0.828 
0.827 
0.827 

= 1000 
m) = 8.678 

TWL 

0.643 
0.616 
0.589 
0.553 
0.527 
0.506 
0.491 
0.489 
0.489 
0.489 

ob 
0.9940 
0.9892 
0.9806 
0.9569 
0.9220 
0.8596 
0.7044 
0.5093 
0.2644 
0.0383 

Ob 

0.9935 
0.9875 
0.9778 
0.9512 
0.9127 
0.8448 
0.6792 
0.4762 
0.2325 
0.0281 
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Table 3 T h e r m a l d e v e l o p m e n t in t u r b u l e n t flow. 
Ef f ec t of t u r b u l e n c e 

TH = 50, As* = 5.6824, Nrm = RdJAs*(2TH) = 10.0, 

N U T 

Prm = 0.7, Pr ( = 0.9 
R( = 100 

Re = 5685 
rv/L 0b N u r 

R( = 300 
Re = 21676 

TWL h 

0.001 
0.002 
0.004 
0.01 
0.02 
0.04 
0.1 
0.2 
0.4 
1.0 

287.3 
257.2 
232.9 
205.2 
187.7 
172.7 
157.7 
151.3 
149.2 
149.0 

N U T 

0.786 
0.751 
0.715 
0.665 
0.628 
0.592 
0.553 
0.536 
0.530 
0.530 

Rt = 1000 
Re = 85717 

TWL 

0.9941 
0.9893 
0.9810 
0.9587 
0.9266 
0.8702 
0.7328 
0.5606 
0.3303 
0.0699 

351.4 
313.8 
284.5 
252.0 
231.8 
214.8 
198.6 
193.0 
192.0 
191.9 

0.834 
0.804 
0.772 
0.726 
0.692 
0.658 
0.624 
0.611 
6.609 
0.609 

0.9943 
0.9898 
0.9819 
0.9605 
0.9295 
0.8747 
0.7396 
0.5673 
0.3341 
0.0702 

Ri = 3000 
Re = 291480 

N u r TWL 

0.001 
0.002 
0.004 
0.01 
0.02 
0.04 
0.1 
0.2 
0.4 
1.0 

490.2 
444.7 
409.1 
368.3 
342.6 
322.0 
308.1 
306.5 
306.4 
306.4 

0.874 
0.847 
0.819 
0.777 
0.746 
0.719 
0.700 
0.698 
0.697 
0.697 

0.9935 
0.9882 
0.9788 
0.9532 
0.9158 
0.8496 
0.6871 
0.4864 
0.2420 
0.0310 

824.7 
759.4 
704.5 
641.3 
606.2 
587.4 
583.3 
583.3 
583.3 
583.3 

0.892 
0.865 
0.837 
0.798 
0.774 
0.761 
0.758 
0.758 
0.758 
0.758 

0.9909 
0.9831 
0.9693 
0.9315 
0.8767 
0.7805 
0.5545 
0.3150 
0.1005 
0.0035 

Legend 

NuT 

N u , 

nt 100_ 
10 

Fig. 
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1 Local and average total Nusselt number for turbulent flow 

I.U 

0.8 

0.6 

0.4 

0.2 

0 

^ S 5 ^ ^ _ 
~~"""~̂—. ~ ~——_~~ — 

Nrm = 10 
rH =50 

i < l i i I 

R, = 3000 

= 1000 
= 300 
= 100 

I 

S 0.001 0.01 0.1 1 10 

Dimensionless Axial Distance, x* 

Fig. 2 Local wall-layer transmittance for turbulent flow 

T a b l e 4 E f f e c t of rad ia t ion h e a t t r a n s f e r on 
c o n v e c t i v e h e a t f lux at the w a l l ( T H = 50) 

Nr, Rt = 100 Rt 
N u c 

300 R t •• 1000 R( = 3000 

0.0 
0.1 
1.0 

10.0 
100.0 

21.94 
22.0 
22.5 
28.6 
50.0 

55.1 
55.1 
55.0 
53.5 
77.0 

159.6 
159.5 
158.2 
147.9 
129.0 

428.9 
428.8 
427.0 
411.0 
324.0 

T a b l e 5 R e s u l t s for m u l t i - b a n d g a s e s 
( c o n s t a n t proper ty , l inear i zed radiat ion , and t u r b u l e n t 

f low) 

Reference temperature, To = 1000 K 
Half thickness, 6 = 0.50 m 
Total pressure, P-rot = 3 atm 
Turbulent Reynolds number, R t = 160 
Reynolds number, Re = 10,253 
Turbulent Prandtl number, Pr ( = 0.90 
Skin friction coefficient, Cf = 0.00779 

a) Gas: Water Vapor 
Mole fraction, J;H.O = 0.180 
Molecular Prandtl number, Prm = 0.875 
Molecular thermal conductivity, km = 0.069 W/m2 K (nitrogen 

diluent) 

Band 
No. 

Wave 
Number 
vk, c m - 1 

Maximum 
Optical 
Depth 

TH.k 

Band 
Decay 
Width 

o>k, c m - 1 

Slab Planck 
Band Function 

Absorption Derivative 
As*(2TH,k) B'(vhiT) 

500 
1600 
3760 
5350 
7250 

11.92 
12.01 
5.97 
1.29 
0.91 

109.4 
225.1 
283.3 
172.3 
155.0 

4.249 
4.256 
3.557 
2.030 
1.699 

0.002 
0.014 
0.015 
0.006 
0.001 

Radiation to conduction parameter Rdm = 673.37 
x* N U T NUT? TWL 

0.001 
0.002 
0.004 
0.01 
0.02 
0.04 
0.10 
0.20 

2566 
2458 
2346 
2201 
2122 
2083 
2075 
2075 

2423 
2336 
2241 
2113 
2039 
2004 
1996 
1996 

0.900 
0.867 
0.832 
0.784 
0.757 
0.744 
0.741 
0.741 

0.9597 
0.9218 
0.8561 
0.6906 
0.4942 
0.2573 
0.0376 
0.0016 

b) Gas: Carbon Dioxide 
Mole fraction, *co2

 = 0-20 
Molecular Prandtl number, Prm = 0.72 
Molecular thermal conductivity, km = 0.0660 W/m2 K (nitrogen 

diluent) 

Wave 
Band Number 
No. j '/e.cm -1 

Maximum 
Optical 
Depth 

TH,k 

Band 
Decay 
Width 

oih c m - 1 

Slab Planck 
Band Function 

Absorption Derivative 
As*(2TH,k) B'{vk,T) 

1 
2 
3 
4 
5 
6 

667 
960 

1060 
2410 
3660 
5200 

66.68 
0.14 
0.43 

447.80 
11.97 
0.11 

45.85 
98.03 
36.37 
39.53 
80.64 

158.11 

5.970 
0.454 
1.070 
7.875 
4.253 
0.364 

0.003 
0.006 
0.008 
0.019 
0.016 
0.007 

Radiation to conduction parameter Rdm = 414.79 
x* N U T Nu/i TWL 

0.001 
0.002 
0.004 
0.01 
0.02 
0.04 
0.10 
0.20 

1302 
1218 
1140 
1041 
979.2 
935.6 
913.0 
909.6 

1161 
1102 
1043 
964.1 
912.8 
875.8 
856.4 
854.0 

0.700 
0.664 
0.629 
0.581 
0.550 
0.528 
0.516 
0.515 

0.9784 
0.9588 
0.9246 
0.8341 
0.7132 
0.5295 
0.2243 
0.0703 

for the CO2 are approximately one-half of those for the H2O. As 
channel width t> is reduced below the 0.5 m value assumed for this 
comparison, however, the Nu# values for H2O would fall more rapidly 
than those for CO2, because of the optical depth effect. 

Application of Results to Pipe Flow. The present results can 
be applied approximately to flow4n a circular pipe simply by basing 
the convective parameters on hydraulic diameter and the radiation 
parameters on mean beam length. In pipe flow the radius R is used 
in place of the channel half width <5, but the hydraulic diameter is 2R 
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for a pipe and 45 for parallel plates. Similarly the geometric mean 

beam length is 2R for a pipe and 4b for the flat-plate channel. (Geo

metric mean beam length equals hydraulic dimeter for a long duct.) 

The parameters used by Wassel and Edwards [7] for pipe flow were 

Nrm, TR defined as T# here, and R t , all with radius R replacing 6. The 

rules for converting flat plate results to pipe results are as follows 

Rt,plate = ~ Rf. tube 

TH.plate = ~ TR 

N, rm, plate 
= lN" 

The Nusselt numbers are based upon hydraulic diameter in both cases 

and are directly comparable. Comparison with [7] can be made only 

for established flow (large x*), because only established results are 

presented there, but one would think that the same reasoning would 

apply to the entrance region. Table 6 shows the comparison. A max

imum error on only 2.2 percent in Nu# is encountered for turbulent 

flow. The difference in N U T is somewhat larger, up to 7 percent. 

An Approximate General Correlation. An approximate general 

correlation for N U T can be put forward based upon the observations 

that Nuc is little affected until NUR becomes large and that Nu# is 

linear in RdmTWL- With an approximate value of N U T , the bulk 

temperature development downstream of the thermal entrance is 

given by equation (13a). The correlation is as follows: 

N U T = Nuc + NUJJ 

For convection we use 

(14) 

(15) 

(16) 
1 + 0A(x/D) 

We may note in passing that F derived from the calculated results for 

the nonradiating gas is in good agreement with the experimental re

sults of Mills [27]. For radiation we use 

N u c = 0.020Re°-8Pr°-33F 

_ 0.88 
F=l + -

NuR = - £ iok[dB(Vk, T)/dT\Ah*TWL,k 

In (1 + 4TH,h) - In (1 + ATH^WL) 
TWL.k ' 

1.37 , 
f H , 1 = R ^ i l _ e X P 

In (1 + 4TH,*) 

(x/10fl)0<i]| 

(17) 

(18) 

(19) 

Note that 4TH,A is the band-head optical depth based upon geometric 

mean beam length or hydraulic diameter. The correlation yields values 

for average total Nusselt number within approximately 6 percent of 

the values calculated with the detailed numerical program. 

Table 6 Compar i son of t u r b u l e n t c h a n n e l f l ow w i t h 
p ipe f l ow 

A^rm, tube = 2 0 , iV r m ,p la te = 10 

Parallel Pipe Parallel Pipe Parallel Pipe 

Re- Plate [7] Plate [7] Plate [7] 

sui t TK = 5 Tfi = 10 T H = 25 Tfl = 50 TH = 100 rR = 200 

R(,tube = 500, Rt.parallel plate = 250 (Retube = 16901) 

N U T 158.7 154.2 178.9 173.2 184.1 179.2 
N u B 111.0 109.3 131.7 128.9 137.1 134.5 
TWL 0.821 0.790 0.660 0.636 0.537 0.521 

N U T 
N u £ 
TWL 

Ri.tube = 1000, Rt,Parallel plate = 500 (Retube = 37185) 

200.0 194.6 223.0 217.1 230.0 225.1 
115.5 114.6 141.8 140.3 150.5 149 2 
0.854 0.828 0.711 0.692 0.590 0.578 

Ri.tube = 2000, R(,parallel plate = 1000 (Retube = 80650) 

274.9 256.5 300.6 292.4 310.0 303.3 
118.7 118.5 150.5 150.2 163.8 164.0 
0.878 0.857 0.754 0.741 0.642 0.635 

N U T 
Nufl 

TWL 

S u m m a r y and Conc lus ions 

Molecular gas rad ia t ion causes an increased rad ia t ive coupling to 

t h e wall of t h e in le t region so t h a t N u ^ is near ly l inear in TwhRdm.-

W i t h increas ing opt ical dep th , Rdm increases as AS*(2TH,I,), b u t the 

wall layer t r a n s m i t t a n c e TWL falls wi th increasing TH in such a way 

t h a t Nu/ i app roaches a cons t an t a t high TH- T h e increased radiat ive 

coupling affects the convective Nussel t number , b u t no t greatly except 

where N U R d o m i n a t e s anyway. W i t h increased rad ia t ive coupling, 

t h e r m a l d e v e l o p m e n t is m u c h more rapid . D u r i n g t h e t h e r m a l de

ve lopmen t bo th convective a n d rad ia t ive Nusse l t n u m b e r s fall, the 

lat ter due to self-absorption in the developing wall thermal layer. The 

resu l t s ob t a ined for t u r b u l e n t flow in t h e para l le l -p la te d u c t apply 

app rox ima te ly to t h e circular p ipe as well. A correla t ion for average 

to ta l Nusse l t n u m b e r in t u r b u l e n t d u c t flow of a r ad ia t ing and con

duc t ing molecular gas agrees sufficiently well wi th de ta i led calcula

t ions to b e useful for engineer ing calculat ions. 
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HTD BEST PAPER OF THE YEAR ANNOUNCEMENT 
Nominations are now being accepted for the 1979 Heat Transfer Division Best Paper of 1979. The award is given an

nually to the authors of the best paper published by an ASME member in the ASME heat transfer archival literature 
in the year immediately preceding the award. The award is open to all papers which have at least one author who is an 
ASME member. 

Any person may nominate a paper for this award. The nomination shall be made in the form of a letter formally nom
inating the paper and stating why the paper should be considered for this distinct honor. Nominations for the award 
shall be addressed to the chairman of the Heat Transfer Division Honors and Awards Committee, c/o Senior Editor, 
Journal of Heat Transfer. The nomination deadline is December 31; however, nominations can be made at any time. 
All candidate papers will be considered by the Heat Transfer Division Honors and Awards Committee. 
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A Three-Flux Method for Predicting 
Radiative Transfer in Aqueous 
Suspensions 
A three-flux method is formulated for predicting radiative transfer in aqueous suspen
sions. The radiation field is resolved into three components, and the physical effects 
which are considered include refraction at the air-water interface, highly anisotropic scat
tering in the suspension, and diffuse reflection at the bottom. Calculations are performed 
for wide ranges of the scattering albedo, bottom reflectance, optical depth and irradiation 
and results obtained for the local radiation flux and volumetric absorption, as well as for 
the overall suspension absorptance and the reflectance of the suspension-bottom com
plex, are in good agreement with those obtained from the more detailed method of discrete 
ordinates. Excellent agreement is also obtained between predictions of the net radiative 
flux in the suspension and measurements obtained for a suspension of unicellular algae. 

I n t r o d u c t i o n 
Interest in the problem of visible radiation transfer in aqueous 

suspensions has been stimulated by the need to better understand 
the effects of solar radiation on various environmental and engineering 
systems. Solar radiation transfer strongly influences thermal structure 
and photosynthetic activity in natural water impoundments, as well 
as the performance of liquid solar collectors. The problem typically 
involves one-dimensional transfer in a planar, scattering-absorbing 
suspension (Fig. 1). The incident solar radiation is comprised of dif
fuse and collimated components which experience reflection and re
fraction at the air-water interface. Radiation absorption and aniso
tropic scattering occur within the suspension, and reflection may occur 
at the bottom. 

The radiation field within the water is specified in terms of the 
monochromatic intensity, I\, which may be determined by solving 
the following form of the equation of transfer [1] 

drx 

-h(r\, M, <l>) 

+ ux C2* r + 1 p , ( / l l ' , 0 ' - . M , 0 ) I ) v ( T x 

47T Jo J - l 
/u', 0')d/u'd0' (1) 

where p. = cos# and T\, W\ and p\ are the monochromatic optical depth, 
scattering albedo and phase function of the suspension. From 
knowledge of h the downward (+) and upward ( - ) components of 
the local radiation flux may be determined from expressions of the 
form 

Fx+ (rx) r2ir r" 
Jo Jo 

I\{T\, IX, 4>)/xdfid(j> 

FX~(T\) = J J h(rx, M, <t>)ndnd4> 

(2) 

(3) 

A normalized form of the net radiation flux may then be expressed 

as 

Fx(rx) = [Fx+(rx) + F X - ( T X ) ] / F X * ( 0 ) (4) 

where Fx* (0) ' s the combined irradiance at the air-water interface. 
From knowledge of FX(TX) the expression 

dFx(rx) 
HX(TX) = - " 

drx 
(5) 

may then be used to obtain the normalized local volumetric radiation 
absorption rate. 

The foregoing expressions provide useful information concerning 
local characteristics of the radiation field. Results which are also useful 
relate to overall suspension properties and include the overall ab-
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sorptance of the suspension, AxM, the fraction of Fx* (0) absorbed 
by the bottom, AxB, and the reflectance, RxM, of the suspension-
bottom complex. These quantities are defined as 

AxM^Fx(0)-Fx(Tx,!l) 

AxB = (1 ~ Pd)Fx+(rx,d) 

RxM=[F-(0)]* 

(6) 

(7) 

(8) 

where pd is the bottom reflectance and rx,d is the optical depth of the 
suspension. 

The many efforts which have been made to solve equation (1) and 
to determine one or more of the quantities defined by equations (2-8) 
vary according to the manner in which air-water interface conditions, 
multiple scattering effects and bottom reflection were considered. 
Early efforts typically involved a Beer's law solution for which mul
tiple scattering effects and internal surface-reflections were neglected 
[2-4]. A variation of this method which has been somewhat successful 
is the forward scattering approximation [5]. It accounts for all internal 
reflections but essentially neglects the effects of multiple scat
tering. 

Two-flux models have been used to treat scattering effects, but such 
models typically fail to account for interface reflection and refraction 
[6, 7] or assume isotropic scattering [8]. Two-flux models are, in fact, 
ill-suited for treating the highly anisotropic scattering associated with 
aqueous suspensions [9,10], A recent two-flux model [11], which at
tempted to account for the anisotropic nature of the phase function 
but assumed that all scattered radiation became diffuse, significantly 
overpredicted radiation absorption, Hx, in the upper layers of the 
suspension. 

F c COLLIMATED 

DIFFUSE 

iGION3-s i REGION 

•u-0 <0; 

REGION" 

REGION I 

^ / ^ c r i t * 
•it 
'C t r l ! 

BOTTOM 
REFLECTION 

BOTTOM (z=d) 

Fig. 1 Coordinate systems for radiation absorption and scattering in an 
aqueous suspension 
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A six-flux model [12] has been applied to a highly anisotropic 
scattering suspension, and results compared well with those obtained 
from the more rigorous method of discrete ordinates [11]. However, 
in another study [13] this method was found to significantly over-
nredict the overall suspension absorptance, A\M, for nonisotropic 
phase functions. 

There exist a variety of more rigorous models, the most versatile 
of which are the methods of discrete ordinates, spherical harmonics 
and adding-doubling. Each of these methods can accommodate any 
phase function, scattering albedo and optical depth. Moreover, each 
method assumes that in solving equation (1) the integrand of the 
scattering integral can be closely approximated by a polynomial ex
pression. However, for the strongly asymmetric phase functions which 
characterize liquids, polynomials of especially high degree are gen
erally needed, thereby requiring large amounts of computer time and 
storage. Despite this difficulty the method of discrete ordinates has 
been successfully used to predict radiative transfer in aqueous media 
[5,11,14]. 

The primary objective of this study has been to develop a solution 
method which minimizes computational requirements, yet adequately 
treats all physical features relevant to radiative transfer in water 
layers, particularly the anisotropic nature of the phase function. The 
method was suggested by measurements of the angular variation of 
the radiance in a diffusely irradiated suspension [14]. The measure
ments showed that a large fraction of the downward propagating ra
diation is confined to angles less than the critical angle, dCVit, associated 
with refraction at the air-water interface, while only a small portion 
of this radiation is located in the outer region of the downward 

hemisphere ( '. 7r/2). Accordingly, it is reasonable to separate 
the noncoUimated portion of the radiation field into three isotropic 
components corresponding to the three regions shown in Fig. 1. Region 
1 consists of that portion of the lower hemisphere bounded by 0crit> 
while region 2 comprises the remaining portion of the lower hemi
sphere and region 3 comprises the entire upward hemisphere. 

The Three-Flux Solution 
The first step in the development of this solution is to separate the 

radiation field into collimated and noncoUimated components. 
Dropping the subscript X for convenience, the equation of transfer 
for the noncoUimated intensity, /„, is then of the form 

M ; = - Ai (r> M» <t>) 

4TT Jo J-i 
In ( r , n', 4>')p(ii', </>' -•• n, <j>)dn'd<l>' 

co[l-p*(Mc*)] 

47T 
F*c

exJ~T/ixc) (AIC*/MC)P(MC, <t>c — M, <t>) 0 ) 

Averaging this equation over each of the three regions by using op
erators of the form 

Region 1 r/1 
*J 0 */«cri 

d[id<l> 

Region 2 
s* 27T /-» Merit 
1 I dfidtf) 

Jo Jo 

Region 3 
p2* ro 

Jo l A d '!> 

the following differential equations may be obtained for the contri 
butions of the three regions to the noncoUimated flux 

dFx 

"d7 
+ (w/2)[l - p* inc*)] (Atc*//tc)ii'*cSi,c exp(-r/Mc) 

M y - 2(1 - (lait)] U'Sl,2 „ 
' Fl + —„ F-2. - wSi,3f 3 

(10) 

dFi 

dr ' 

dFa 

dr ' 

a)S. 2,1 
• F j + 

(coS2 2/icrit) 
' wSo.af 3 

( 1 - Merit") Merit-

+ (co/2) [1 - p* (nc*)}(Hc*/Vc)F*cS2,c exp ( - T / M (11) 

( 1 -

<x)Sl 9 

- Merit2) 

+ (w/2)[l-p*(nc*)](Hc*/Hc)F-

CO03 ^}rs 

cS3,c exp ( - T/HC) (12) 

The flux components associated with each of the three regions may 
be defined in terms of average intensities, /1|(1, I2,a and I^a, by ex
pressions of the form 

J
.2JT p i 

0 J ft crit 

J% 2ir r* jicrit 
I lifidtidcj) 

o Jo 

X
2w pO 

J hp.dp.d<l> 

(13) 

(14) 

(15) 

The Sij and SiiC quantities appearing in equations (10-12) are 
scattering parameters which represent the fractions of the noncoUi
mated radiation in region j and the collimated radiation, respectively, 
which are scattered into region i. If the phase function is expanded 
in a Legendre series about the scattering angle and the theorem of 
spherical harmonics is applied [15], the fractions may be expressed 
as 

J> f 1 JV 
J £ ukPk bi)Pkbi')dixdii' 

i •-'Merit 
(16) 

'Merit k = l 

S,-,s 

Su 

Merit N 

£ wkPk(n)Pk(fi')dndp.' 

^i,c 

Ji Jo 

= C C T. ukPkWPkWd/idti' 
Ji J-lf, = i 

J. N 
. L 
i k=\ 

mPk(v-c)Pk(ti-')d>i' 

(17) 

(18) 

(19) 

— — .Nomtmnlflt i irf ; 
fraction of F\* (0) absorbed by the AB 

bottom 
AM = overall absorptance of the suspen

sion 
C; = coefficients of the homogeneous solu

tion 
d = depth of the suspension, m 
F = net radiative flux, W/m2 

Fc = collimated radiative flux in the sus
pension, W/m2 

F*c = collimated radiative flux incident on 
the air-water interface, W/m2 

p*d = diffuse radiative flux incident on the 
air-water interface, W/m2 

H = volumetric radiation absorption rate, 
W/m3 

/ = intensity, W/m2-sr 
Ki = coefficients of the particular solution 
n = refractive index of water 
p = phase function 

Pk = Legendre polynomial of order K 
]{M = reflectance of the suspension-bottom 

complex 
Rij = eigenvectors 
Sij = noncoUimated radiance scattering 

fractions 
Sj,c = collimated radiance scattering frac

tions 
T/v [x] = transmission integral 
z = vertical coordinate, m 
7,- = eigenvalues 
6 = declination angle, rad 
9crit = critical angle for internal reflection, 

rad 
fl = COS0 

£ = relative scattering angle, rad 
p = surface reflectance 
Pd = bottom reflectance 
T = optical depth 

</> = azimuthal angle, rad 
0 = solid angle, sr 
to = single scattering albedo 
cik = weights of Legendre polynomials 

Subscr ip ts 

a = average 
c = collimated radiation 
d = bottom (z = d) condition 
n = noncoUimated radiation 
X = monochromatic condition 
1, 2, 3 = regions of the three-flux method 

Superscr ip t s 

+ = downward (positive z) direction 
— = upward (negative z) direction 
* = air side of air-water interface 
A bar over a symbol (i.e., H) indicates a nor

malized quantity 
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where integration over i implies application of the limits (jtCrit to 1), 
(0 to ^crit) and ( -1 to 0) for regions 1, 2 and 3, respectively. 

Complete solutions to equations (10-12) may be expressed in terms 
of the sum of homogeneous and particular solutions 

FI(T) = £ CiRhi exp (Y ,T) + Ki exp (-r//xc) 

F2(T) = £ CiR2,i exp ( 7 , T ) + K2 exp (-T//J.C) 
i = i 

FS(T) = E CiRs,i exp (7,-r) + K3 exp (-r/pc) (22) 
i = i 

where the eigenvalues and eigenvectors of the homogeneous solution 
are denoted by 7; and Rjj, respectively. The values of Kj are deter
mined from the particular solution, while the constants C; are de
termined from appropriate energy balances at the air-water interface 
and the bottom. These balances are of the form 

FM = 2T3[0]F*d - 2F3(0) C pp(p)dp. (23) 
•J Merit 

3.0 

(20) 

(21) 

o 
i -

o 

FU
N

 

UJ 
V) 

< i 

F2(0) = -Merit2 Fa(0) (24) 

F3(rd) = -pdixc*[l - p*(pc*)]F*< exp (-rd/pc) 

- P d [ > i ( r d ) + F 2 ( T d ) ] (25) 

where the transmission integral, T/v[*L is defined as 

TN\x\ = n2 f [l-p*(p.)]exp(-x/fi)pN-2dix (26) 

The foregoing model may be used to solve for the noncollimated 
flux components F\(r), F2(T) and F3(T). The net radiative flux may 
then be expressed as 

F(T) = FM + F2(r) + FS(T) + PCFC(T) (27) 

where the collimated flux is 

Fc(r) = [1 - p*(p.c*)](p.c*/p.c)F*<: exp (-r/pc) (28) 

The net flux may be used to determine the volumetric absorption and 
the suspension absorptance from equations (5) and (6), respectively, 
and the component fluxes may be used to determine the fraction of 
F* (0) absorbed by the bottom and the reflectance of the suspen
sion-bottom complex from equations (7) and (8), respectively. 

Numerics 
Calculations based on the three-flux method have been performed 

for a wide range of conditions, and results are compared with those 
obtained from the more detailed method of discrete ordinates. The 
phase function used for all of the calculations was approximated by 
a 150 term Legendre polynomial of the form 

p(£) = T. (2n + 1) (0.89) " ^ (cos£) (29) 

This expression provides a highly forward peaked phase function 
which is independent of wavelength in the visible region of the spec
trum [10] and is representative of measurements obtained for typical 
aqueous suspensions (Fig. 2). It should be noted, however, that the 
discrete ordinate method yields spurious results if more than 
twenty-five ordinates are used and if the number of terms in the phase 
function expansion exceeds the number of ordinates by more than 
a factor of two. Although this problem was resolved by using 20 or
dinates and a 30 term Legendre polynomial in a previous study [11], 
the phase function was poorly approximated by the polynomial. In 
contrast the 150 term polynomial was used in this study to more ac
curately represent the highly asymmetric phase function, and 24 or
dinates were used for the method of discrete ordinates. The numerical 
problems resulting from use of such a high degree polynomial were 
resolved by using a phase function renormalization procedure for 
radiation scattered from the noncollimated field [16]. 

The solution to the three simultaneous, linear, differential equa
tions (10-12) was obtained in two steps. The homogeneous solution 

2.0 

1.0 

0 

-1.0 

-2.0 

LAKE WATER [9]-

g^OTCRJJJS^-O^CK^O-O-" 
ALGAL SUSPENSION 1)0] 

R.O -C 
_L J_ _L J_ J_ 

10 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 
COSINE OF RELATIVE SCATTERING ANGLE, COSf 

Fig. 2 Representative phase function distributions for aqueous media 

was found by substituting an assumed solution, consisting of the sum 
of three exponentials, into the homogeneous form of the equations. 
This procedure resulted in an eigenvalue problem that was solved 
using a matrix routine from the EISPACK library [17] to compute 
the eigenvalues and eigenvectors. The particular solution was found 
by substituting an assumed exponential solution into the complete 
nonhomogeneous equations. The resulting set of linear, algebraic 
equations was then solved using LU decomposition [18] to find the 
undetermined coefficients of the assumed solution. The noncollimated 
scattering parameters defined by equations (16-18) are needed to 
effect this solution. These parameters were computed by dividing the 
rectangular region associated with the limits of the double integration 
into an 80 by 80 rectangular grid. An interpolating, natural, bicubic 
spline [19] was used to approximate the integrand in each rectangle, 
and the double integral associated with each rectangle was determined 
by integrating the bicubic spline exactly. The collimated scattering 
fraction defined by equation (19) was also computed by using an in
terpolating cubic spline to approximate the integrand and integrating 
exactly. 

The general solution to the system of differential equations is given 
by equations (20-22). Once the eigenvalues, ji, eigenvectors, Rjj, and 
coefficients, Kj, associated with the particular solution have been 
found, the boundary conditions given by equations (23-25) may be 
applied. The resulting set of three linear algebraic equations is then 
solved by LU decomposition to determine the unknown coefficients 
Ci and hence to complete the solution. 

It should be noted that the numerical features of the three-flux 
method are similar to those of both the discrete ordinate method and 
a six-flux method considered in a previous study [11]. In each case the 
solution to a system of nonhomogeneous, linear differential equations, 
of varying number, must be obtained, and the same procedures are 
used to compute the eigenvalues and eigenvectors and to calculate 
the constant coefficients from the boundary conditions. The major 
difference is related to the manner in which multiple scattering effects 
are treated. In the discrete ordinate method the phase function must 
be approximated by a continuous Legendre polynomial, while in the 
three-flux and six-flux techniques, simple quadrature rules may be 
used to integrate the phase function without first approximating it 
by a continuous function. It is principally the need of a Legendre 
polynomial expansion of the phase function that causes the computer 
time required by the discrete ordinate method to exceed that of the 
three-flux method by approximately a factor of five. In addition, 
computational difficulties, which are attributed to round-off errors 
resulting from small eigenvalues, arise when the discrete ordinate 
method is used for large optical depths and/or large scattering albedos. 
While the amount of computer time required by the six-flux method 
exceeds that of the three-flux method by only 15 percent, the six-flux 
method is limited in its ability to accurately treat refraction at the 
air-water interface and diffuse reflection at the bottom. 

Most of the calculations of this study were performed for standard 
conditions corresponding to collimated and diffuse irradiation com
ponents of F*c = 500 W/m2 and F*d = 200 W/m2, respectively, a 
collimated incidence angle of 6C* = 30°, a scattering albedo and sus
pension optical depth of o> = 0.75 and Td = 2.0, respectively, and a 
bottom reflectance of Pd = 0.5. These conditions provide a baseline 
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for the parametic calculations and are more representative of shallow 
water layers in the natural environment than those used in a previous 
study [11]. 

Results 
Variations of the collimated and noncollimated fluxes with optical 

depth are shown in Fig. 3 for the discrete ordinate and three-flux 
methods, and there is good agreement between results. Since the 
collimated flux is modeled in the same way for both methods, equation 
(28), a single distribution is obtained. The noncollimated flux in
creases from its initial value at the air-water interface because scat
tering from the collimated field into the noncollimated field exceeds 
the rate at which the noncollimated field is absorbed. As the colli
mated field is attenuated, however, a point is reached where the rate 
of scattering from the field does not exceed the rate at which the 
noncollimated field is absorbed, and there is a maximim in the non
collimated flux distribution. 

Appropriate components of the noncollimated flux are shown in 
Fig. 4. The maximum in the optical depth distribution of the down
ward (+) flux predicted by the discrete ordinate method is due to the 
absorption rate eventually exceeding the rate of scattering from the 
collimated field into the forward hemisphere. However, since the 
upward (—) component consists of radiation scattered from both the 
collimated and noncollimated downward fluxes, as well as radiation 
reflected off the bottom, it increases with optical depth throughout 
the suspension. The same trend characterizes the upward component, 
F3, predicted by the three-flux method. The sum of i<\ and F-i rep
resents the downward flux for the three-flux method, with the dom
inant contribution coming from region 1, and the distribution with 
respect to optical depth is in good agreement with that obtained for 
F+ from the discrete ordinate method. 

The normalized volumetric absorption predicted by the two 
methods is plotted as a function of optical depth in Fig. 5 for different 
values of the scattering albedo, co, and in all cases there is good 
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Fig. 3 Collimated and noncollimated flux distributions with respect to optical 
depth for F'c = 500 W/m2, F"> = 200 W/m2, 6C ' = 30 deg, ai = 0.75, pd 

= 0.5, T„ = 2.0 
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agreement between results. In suspensions characterized by a small 
value of co and a highly forward peaked phase function, the radiation 
field retains nearly the same directional distribution as that which 
is transmitted across the air-water interface and conditions are 
dominated by absorption. In such suspensions the effect which bottom 
reflection has on increasing the absorption rate near the bottom is 
significant. In contrast, with increasing co scattering effects become 
more significant, and more of the radiation experiences a directional 
redistribution rather than absorption. Volumetric absorption is re
duced throughout the suspension, and the distribution of H with re
spect to T becomes more uniform, with the effect of bottom reflection 
on absorption near the bottom becoming less pronounced. Note that 
the scattering albedo for aqueous suspensions is typically in the range 
from 0.85-0.95 [10, 20]. 

The effects of bottom reflectance and the overall optical depth of 
the suspension are shown in Figs. 6 and 7, respectively. With de
creasing pa and/or increasing T<J, there is a diminishing effect of 
bottom reflection on conditions within the suspension. There is a 
general reduction in the magnitude of the absorption and its decay 
with optical distance from the air-water interface becomes more 
pronounced. In contrast, for large Pd and/or small Td, there is greater 
absorption throughout the suspension and the decay is less pro
nounced. Agreement between the three-flux and discrete ordinate 
results is generally good, although differences become more pro
nounced with increasing pd and decreasing Td- To determine whether 
the accuracy of the three-flux method is significantly reduced under 
such conditions, additional calculations were performed for the ex
treme case of pd = 1.0 and rd = 0.5 (with F*c = 500 W/m2, F*d = 200 
W/m2, 8C* = 30 deg, co = 0.75). The results revealed that, although the 
three-flux predictions exceed those based on the discrete ordinate 
method throughout the suspension, differences remain less than 10 
percent. 

The effect of varying the angular distribution of the incident ra
diation was studied by holding the combined incident flux constant, 
while changing the relative magnitudes of the collimated and diffuse 
irradiances. Three cases were considered. They include a pure diffuse 
field of F*d = 700 W/m2, a pure collimated field of F*c = 700 W/m2, 
and the combined field of F*c = 500 W/m2 and F*d = 200 W/m2. For 
the two additional cases there is little variation from the results cor
responding to the standard conditions (the middle distributions of 
Figs. 5-7), and the agreement between the three-flux and discrete 
ordinate results is good. 

Equations (6-8) were also used to determine the overall suspension 

0.7 

O.I 

THREE-FLUX METHOD 
DISCRETE ORDINATE METHOD 

GJ=0.95 

0 4 0.8 . 1.2 
OPTICAL rjEPTH.T 

.6 2.0 

Fig. 4 Noncollimated flux components corresponding to F'c = 500 W/m2, 
F'd = 200 W/m2, dc * = 30 deg, CO = 0.75, p„ = 0.5, Td = 2.0 

Fig. 5 Normalized volumetric absorption as a function of optical depth and 
scattering albedo for F' c = 500 W/m2, F'" = 200 W/m2,0C " = 30 deg, p „ 
= 0.5, Td = 2.0 
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absorptance, AM, the fraction of F* (0) absorbed by the bottom, AB, 
and the reflectance, RM, of the suspension-bottom complex. The re
sults are summarized in Table 1, and the agreement between methods 
is good, with differences of less than five percent characterizing the 
overall suspension absorptance. Note that AM decreases and AB and 
RM increase with increasing co, which is consistent with the require
ment that the probability of absorption within the suspension de
crease with increasing albedo. Similarly, AM and RM increase and AB 

decreases with increasing pd, while AM increases and RM and AB 
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Fig. 6 Normalized volumetric absorption as a function ot optical depth and 
bottom reflectance for F'c = 500 W/m2, f" = 200 W/m2, 8C * = 30 deg, 
0) = 0.75, T d = 2.0 
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decrease with increasing TJ. In contrast there is little effect of the 
relative contributions of the diffuse and coUimated radiation on these 
properties. 

Although the foregoing comparisons indicate that the three-flux 
predictions are consistent with those obtained from the more detailed 
discrete ordinate method, the validity of the three-flux method may 
only be confirmed by comparisons with experiment. Such a compar
ison is made in Fig. 8, where predictions of the normalized flux are 
compared with measurements made for a dense algal culture at \ = 
513 nm. The results verify the accuracy of the three-flux method for 
aqueous suspensions of large albedo (coS 0.85) and optical depth (T^ 
~ 10). Confirmation for large values of pd and small values of Td must 
await the acquisition of measured results for such conditions. 

For all the conditions of this study, calculations were also performed 
using a six-flux method previously described [11], and the agreement 
with the three-flux and discrete ordinate results was generally good. 
The only significant differences occurred near the bottom of the 
suspension, where the six-flux method consistently underpredicted 
results from the other methods by 10-20 percent. This difference may 
be attributed to the fact that the six-flux method does not separately 
allow for propagation of coUimated and noncollimated radiation fields 
in the suspension and cannot properly account for directional changes 
in the radiation field which result from bottom reflection. 

The number of fluxes appropriate for calculating radiative transfer 
in an aqueous suspension may be selected. Two-flux methods have 
been shown to be inadequate [11] because they approximate the ra
diation intensity by a single value over the entire forward hemisphere. 
Both three-flux and six-flux methods yield satisfactory results for the 
local radiative flux and volumetric absorption, but the three-flux 
method requires slightly less computer time and is better able to treat 
the effects of bottom reflection. While the discrete ordinate method 
has the advantages of superior accuracy and the ability to resolve the 
directional nature of the radiation, its computer time requirements 
significantly exceed those of the three and six-flux methods. Ac
cordingly, .the three-flux method offers a good compromise between 
accuracy, operational convenience and computation time. 

Fig. 7 Normalized volumetric absorption as a function of normalized and 
overall optical depth for F*c = 500 W/m2, F* " = 200 W/m2, dc * = 30 deg, 
pd = 0.5, w = 0.75 
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Fig. 8 Comparison of predicted and measured fluxes for an algal culture with 
diffuse irradiation at the air-water interface (Fluxes are normalized with re
spect to measured and predicted values at T = 0). 

Table 1 Absorption and reflection calculations for the standard conditions (F*c = 500 W/m2, F*d = 200 W/m2, 
8C * = 30 deg, to = 0.75, pd = 0.5, Tj = 2.0) and selected variations 

Standard 
Conditions 

co = 0.50 
co = 0.95 
Pd = 0.05 
pd = 1.00 
rd = 0.5 
Td = 10.0 
F * d = 700W/m2 

p*c = 0 w / m 2 

F*d = 0 W/m2 

F* c = 700W/m2 

AM 

0.637 
0.803 
0.229 
0.456 
0.857 
0.286 
0.937 

0.622 

0.643 

Three-Flux 
AB 

0.272 
0.149 
0.508 
0.495 
0.000 
0.481 
0.015 

0.257 

0.279 

RM 

0.091 
0.048 
0.263 
0.049 
0.143 
0.233 
0.048 

0.121 

0.078 

AM 

0.623 
0.800 
0.237 
0.463 
0.814 
0.277 
0.950 

0.626 

0.622 

Discrete Ordinate 
AB 

0.273 
0.153 
0.496 
0.502 
0.000 
0.481 
0.021 

0.265 

0.277 

RM 

0.104 
0.047 
0.267 
0.035 
0.186 
0.242 
0.029 

0.109 

0.101 
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Summary 
T h e objective of th i s s t u d y has b e e n to develop a solut ion m e t h o d 

which cons iders all phys ica l fea tures p e r t i n e n t to rad ia t ive t ransfer 

in aqueous suspensions , ye t minimizes computa t iona l r equ i rements . 

T h e m e t h o d resolves t h e rad ia t ive field in to t h r e e isotropic compo

nents . T h e componen t s include t h a t por t ion of t h e lower hemisphe re 

b o u n d e d by t h e cri t ical angle associa ted wi th refract ion a t t h e air-

water interface, t h e r ema in ing po r t i on of t h e lower hemisphe re , a n d 

the upper hemisphere . T h e me thod is judged on the basis of its ability 

to p red ic t t h e local r ad ia t ive flux a n d vo lumet r ic absorp t ion , as well 

as t h e overall suspens ion a b s o r p t a n c e and t h e ref lectance of t h e 

suspension-bot tom complex. These predict ions are in good agreement 

with resu l t s o b t a i n e d from t h e m o r e de ta i led m e t h o d of d iscre te or-

d ina te s for a wide range of suspens ion p roper t i e s . T h i s a g r e e m e n t 

suggests t h a t t h e three- f lux m e t h o d is able t o sat isfactori ly accoun t 

for refraction a t t h e ai r -water interface, anisotropic scat ter ing within 

the m e d i u m , and diffuse reflection a t t h e b o t t o m . T h e credibi l i ty of 

t h e m e t h o d is fur ther conf i rmed by excel lent a g r e e m e n t be tween 

pred ic t ions of t h e n e t rad ia t ive flux a n d m e a s u r e m e n t s ob t a ined for 

a dense algal cu l tu re . 
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Radiative Transfer in Hartmann 
MHD Flow 
The high temperatures and gaseous products resulting from combustion of hydrocarbon 
fuels in magnetohydrodynamic generators have provided an impetus to develop more ac
curate methods for prediction of gas temperature profiles and heat fluxes at the generator 
walls. One area where an improvement may be realized is in the evaluation of radiative 
transfer between the gas and surrounding walls. Analyses and results are presented to 
examine the importance of the radiative transfer term appearing in the gas energy bal
ance for classical Hartmann MHD flow. Results for both real (nongray) and gray gas radi
ative properties are presented. Inclusion of radiation is found to increase the surface heat 
flux as well as to alter gas temperature profiles. Furthermore, real gas results differ signif
icantly from those for a gray gas. 

Introduction 

Increasingly higher temperatures of gaseous products resulting 
from combustion of hydrocarbon fuels have resulted in a need to de
velop more accurate techniques for evaluation of gas temperature 
profiles and wall heat fluxes in energy systems. The magnetohydro
dynamic generator (MHD) represents an energy system which has 
been undergoing extensive development and is designed to operate 
at temperatures significantly higher than found in existing systems. 
Information concerned with gas temperature profiles particularly near 
the generator walls is needed in order to evaluate the gas electrical 
conductivity and associated wall heat fluxes. Successful design of a 
wall cooling system and selection of materials for the generator walls 
also require estimates for wall heat fluxes. At the higher temperatures 
and with the presence of combustion products of carbon dioxide and 
water vapor as well as particles, radiative transfer is expected to be
come an important factor. The overall objective of this research is an 
examination of radiative transfer in MHD flows. 

Viskanta [1], Cramer and Pai [2] and Wilson and Haji-Sheikh [3] 
examined radiative effects for MHD flow between infinite parallel 
plates for gray gas properties where the absorption coefficient is in
dependent of frequency. The results demonstrated that the gas 
temperature in the central region of the flow becomes more uniform 
as a result of radiative effects. The discussion of Edwards [4] con
cerning the application of gray results to real (nongray) gas results 
suggests that these studies may not be applicable in evaluation of real 
gas temperature profiles and heat fluxes. Datta and Jana [5] examined 
the effects of radiation for an optically thin gas. Other investigations 
[6,7] employed the mean beam length concept and total gas properties 
[8] to partially account for radiative transfer. In view of these studies, 
there is lacking adequate information to evaluate the influence of 
radiative transfer for real gases in MHD flows. 

1 Presently, Graduate Student, Stanford University, Stanford, CA. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY OF 

MECHANICAL ENGINEERS and presented at the AIAA/ASME Thermophysics 
and Heat Transfer Conference, Palo Alto, Calif., May 25-26,1978. Manuscript 
received by the Heat Transfer Division July 6,1978. Paper No. 78-HT-18. 

The system selected for study as depicted in Pig. 1 consists of 
Hartmann MHD flow [9]. This system was chosen for convenience 
of including MHD effects and enabling radiative contribution to be 
studied. Analyses and results presented here, however, are expected 
to be applicable to more comprehensive models of MHD flow. Clas
sical Hartmann flow consists of hydrodynamically and thermally 
established laminar steady flow of an electrically conducting fluid 
between two infinite parallel walls with an imposed uniform and 
constant magnetic field applied in the positive z -direction. An electric 
field is applied in the positive y -direction. The walls are isothermal 
and black. With the exception of gas radiative properties, all other 
gas properties are constant. The gas is assumed to emit and absorb 
thermal radiation and scattering effects are negligible. Gas radiative 
properties are taken as real where a band absorption model is em
ployed or gray where the absorption coefficient is a constant. Results 
are sought for gas temperature profiles and wall heat fluxes as a 
function of the system variables. 

Analysis 
For fully developed laminar flow between infinite parallel plates, 

the energy equation for a radiatively, participating gas where viscous 
dissipation and Joule heating effects are considered but axial com
ponents of conductive, convective and radiative transfer are neglected 
is [9, 10] 

dz2 \dzj ae dz 
(l) 

kz 

HWWWWWWW 

L 

Fig. 1 Schematic diagram of MHD channel 
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where in the Joule heating term j is the total current and the last term 
denotes the divergence of the transverse component of the radiative 
flux. The boundary conditions for the temperature distribution are 
T(0) = T(L) = Tw. The role of the various energy terms may be con
veniently examined by expressing equation (1) in dimensionless form 
as follows 

d20 

dv
2' 

- P r E c — f + 4Ha2J2 I2_ 
' N drj 

(2) 

with boundary conditions of 0(0) = 0(1) - 1. In this equation, N rep
resents the ratio of conduction to radiation for a gas with mean ab
sorption coefficient K and optical thickness TO. Since Qr is an integral 
term, equation (2) constitutes a second-order, nonlinear integrodif-
ferential equation for the gas temperature distribution. 

Derivation of expressions for gas velocity profile for Hartmann 
MHD flow are available elsewhere [9] and only the final results are 
presented here. The gas velocity normalized with the mean velocity 
is given as 

Ha[cosh Ha - cosh Ha(2i; - 1)] 
V(v)=-

Ha cosh Ha - sinh Ha 
(3) 

The Hartmann number, Ha, relates the magnetic forces to viscous 
dissipation and is based on the half-channel width. Representative 
velocity profiles have been presented in [9] and show a flattening and 
steeper gradient near the channel wall as the Hartmann number in
creases. The electrically conducting gas moving through the imposed 
magnetic field produces an induced current flowing in the negative 
y-direction. In dimensionless form, the total current is 

J(V) = K- V(n) (4) 

where K is the power factor. If K = 1, an open circuit exists and the 
net current given by the integration of equation (4) across the channel 
is zero. A short circuit results in K = 0. Values of K < 1 and K > 1 
apply to a MHD generator and pump or accelerator, respectively. 

The formulation of the radiative heat flux for the real (nongray) 
gas was based on the band model correlation method. Utilizing the 
technique presented by Cess and Tiwari [II], the radiative heat flux 
for a multiple band gas in local thermodynamic equilibrium is ex
pressed as 

M fl 
qAv) = b Z AoiUoi [Bi(T) - Bi(Tw)\ 

;=i Jo 

X A'i[bUoi(U ~ f|)l sgn (l - f)df (5) 

where the exponential integral approximations given by E3(t) = t1^) 
exp (—bt) were utilized with b denoting a constant whose value ranges 
from 1.5 to 2.0 [12,13]. In equation (5), A'(u) is the derivative of the 
dimensionless band absorptance A (it) with respect to u. Values for 
these parameters are obtained from the band absorptance correlation 

as discussed later. B,(T) is the Planck black body emissive power 
evaluated at the band center and temperature, T. For the real gas, the 
mean absorption coefficient is evaluated from 

1 M 
— 7 7 L AaiUaiBi(Tw) (6) 

This definition for K is similar to that for the Planck mean absorption 
coefficient [10]. Utilizing this expression for K dimensionless wall 
radiative flux may be expressed as 

b M 
3r(0) = " £ 

4 ; = i 

W: C [4>i(S)-l]A'i(bUm)dv 
Jo 

where, for convenience, W; is defined by 

Wi = A0iUoiBi(Tw)/ £ A0JU0jBj(Tw) 

(7) 

(8) 

In equation (7), 0,(0) denotes the ratio of the Planck function evalu
ated at a temperature of O(-q) to that for the wall temperature. 

The divergence of the radiative heat flux is found by differentiation 
of equation (5) with respect to r\ and then performing an integration 
by parts on the remaining integral. The resultant expression may be 
expressed in terms of dimensionless quantities as follows 

dQAv) = _ 6 M 

4.'= 

(9) 

dr] 

i M r l — 
:T,Wi A'i[bUal(\n-
: i= l JO dd dt; 

A second integration by parts of equation (9) would yield the band 
absorptance A and second derivative of 0,-. However, in view of results 
presented by Nelson [13], the first derivative of the band absorptance 
is still adequately described by the band correlations. 

In the preceding expressions for the radiative transfer terms, the 
temperature dependency of the band parameters has been neglected 
and the band parameters are to be evaluated at some convenient 
temperature as defined later. 

For a gray gas, K corresponds to the frequency independent ab
sorption coefficient and the radiative heat flux is evaluated from 
[10] 

qr(v) = aTu,4{exp (-&T0?/) - exp [-broil - y)]\ 

+ broa f V f D e x p h b r o t h - f D l s g n ^ - D d f (10) 
Jo . 

where the exponential integral approximations have also been em
ployed. At the channel wall, equation (10) may be written as 

b 
Q r ( 0 ) = - f [04iv) - 1] exp (-braV)dv 

4 Jo ' * 
(ID 

The divergence of the radiative flux is derived from equation (10) and 
acquires the form 

. N o m e n c l a t u r e . 

A = dimensionless band absorptance 
AQ = band width parameter, 1/m 
b = exponential integral approximation pa

rameter 
B = Planck black body function, W — 

m/m2 

Bm = magnetic field, Webers/m2 

cp = constant pressure specific heat, J/kg -
K 

E = electric field, V/m 
Ec = Eckert number, u2/cpTw 

f = function in equation (18) 
Ha = Hartmann number, LBmVa€/nl2 
j = current density, amp/m2 

J = dimensionless current density, jl 
(TeuBm 

k = thermal conductivity, W/m - C 
K = power factor, E/vBm 

L = channel width, m 

M = number of gas bands 
N = conduction-radiation parameter, kul 

Nu = Nusselt number, 2Lqw/k(Tw - Tb) 
p = partial pressure, atm 
P = total pressure, atm 
Pr = Prandtl number, cpfi/k 
q = heat flux, W/m2 

Q = dimensionless heat flux, —q/AroaTw
i 

S = integrated band intensity, 1/atm-m2 

t = parameter 
T = temperature, K 
u = path length, Spz/Ao 
Uo = dimensionless pressure-path length, 

SpL/Ao 
v = velocity, m/s 
v = mean velocity, m/s 
V = normalized velocity, u/v 

W = function in equation (8) 
x, y, z = coordinates, m 
/3 = line structure parameter 
T?, f = dimensionless coordinates, z/L 
8 = dimensionless temperature, T/Tw 

K = absorption coefficient, 1/m 
H = viscosity, kg/m-s 
a = Stefan-Boltzmann constant, W/m2-K4 

<re = electrical conductivity, mho/m 
TO = optical thickness, KL 
0 = dimensionless Planck function, B(T)/ 

BiTw) 

Subscripts 

b = bulk* 
c = convective 
r = radiative 
w = wall 
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dQAv) _ b2T0 

dri 
—- j im) - 1] exp [-6 

4 Ja 
ro( |»?-f | ) ]df 

SHr,) - - (12) 

The wall heat flux is the sum of the conductive and radiative heat 
fluxes evaluated at the wall and is given by 

N d6 

'• d-q 
+ Qr(0) (13) 

Another quantity of interest is the Nusselt number which when 
combined with equation (13) is expressed as 

Nu = Nuc + Nu r (14) 

where convective and radiative Nusselt numbers are defined, re
spectively, as 

Nu c ; de 
. - Id?/ 

;Nu r 
, = 0 

r(0) (15) 
(fl* - DJV 

The above definition of the convective Nusselt number includes ef
fects attributed to radiative transfer since the temperature gradient 
at the wall is partially governed by the radiant exchange process. The 
bulk fluid temperature is found from 

Ob = f BVd-n (16) 

Hence, the only quantities remaining are the band correlation pa
rameters. 

Gas Radia t ive P r o p e r t i e s 
In several MHD generators under development, the combustion 

of hydrocarbon fuels (natural gas and coal) is planned to occur at 
pressures slightly above atmospheric pressures. The gas temperature 
is around 2800 K and wall temperatures range from 1000 to 1800 K 
depending on the wall material and cooling system. The gas contains 
in decreasing amounts, water vapor, and carbon dioxide as well as 
several other species which are expected not to be significant con
tributors to the radiative transfer processes. In addition, a seed ma
terial and soot particles are expected to be present but these are not 
considered. Therefore, the infrared bands of water vapor and carbon 
dioxide will be significant contributors and the band correlations 
developed for these gases [4,11,14] may be applied here. Applicability 
of these correlations particularly at the higher temperatures requires 
further investigation. 

Several continuous correlations which extend over the pressure-
path length range have been proposed. Nelson [13] as well as Tiwari 
[15] have examined radiative heat transfer results based on various 
band correlations. The correlation utilized in this study to obtain gas 
properties for a particular band is attributed to Tien and Lowder [16] 
and is of the form 

A(u, (3) = In lufm 
u + 2 

u + 2/(0). 
+ 1 

where 

f(H) = 2.94 [1 - exp (-2.60)3)] 

(17) 

(18) 

and /3 is the line structure parameter. The band absorptance is char
acterized by three parameters, namely, AQ, UQ and /3. Correlations 
quantities are available for the bands of carbon dioxide and water 
vapor [11,14,17] and are expressed in terms of temperature, partial 
pressure and total pressure as well as the band center. The wall 
temperature was employed to evaluate the correlation parameters 
for the results presented in this study. 

M e t h o d of So lu t ion 
The energy equation is a second order, nonlinear integrodifferential 

equation whose solution is arrived at by a finite difference scheme 
yielding a set of nonlinear algebraic equation. An iterative procedure 
was devised wherein an initial temperature distribution is calculated 
from the energy equation without the radiation term. The radiative 

terms are evaluated utilizing this temperature distribution. Integrals 
appearing in the divergence of radiative flux equations were evaluated 
by employment of a Simpson integration scheme. With the radiative 
term known, the algebraic equations are reduced to a linear form and 
solved by a maximum pivot strategy. For the real gas case, the spatial 
derivative of temperature was evaluated by fitting a third order 
Chebyshev polynomial to the gas temperature distribution. If the new 
solution, upon comparison with the initial guess, has not converged 
within an error tolerance of one-tenth percent, the calculated tem
perature distribution is used as a new guess and the iterative process 
repeated. For the real gas solution, it was necessary to suppress ini
tially the radiative term and then to increase successively this term 
as convergence was approached. The rate of convergence was in
creased by utilizing the temperatures from successive iterations to 
evaluate a new convergence constant for adjustment of temperatures 
in each iteration. Temperature profiles for the nonradiating case 
compared favorably with those presented in [9]. For the gray case with 
MHD effects, results were compared to those of Wilson and Haji-
Sheikh [3] where excellent agreement was found when a numerical 
integration error in [3] was corrected. 

R e s u l t s and D i s c u s s i o n 
Nonradiating MHD Flow. Temperature distributions for a 

nonradiating MHD gas are presented in Fig. 2 for one-half of the 
channel width and for Hartmann numbers of 4 and 10. Values for the 
other governing parameters are K = 0.5, Pr = 0.7 and Ec = 0.2. Values 
for these parameters are also applicable to all other results presented 
in this study. The Prandtl and Eckert numbers were selected to be 
representative of those for MHD channels [7]. The temperature dis
tributions illustrated in Fig. 2 serve as reference values for the ra
diating gas results. For Ha = 4, the Joule heating produces a gas 
centerline temperature approximately 1.6 times higher than the wall 
temperature. This factor is increased to 3.5 for Ha = 10. 

Radiating MHD Flow. Representative temperature profiles for 
a radiating MHD gas are illustrated in Fig. 3 where the values for the 
partial pressure of carbon dioxide and water vapor as well as total gas 
pressure are provided. The results are applicable for Ha = 4. The gas 
thermal conductivity was taken from [7]. The values for the channel 
width, wall temperature and pressures are typical of those for the U-25 
MHD generator [18]. The radiating gas results were calculated util
izing five bands corresponding to the 4.3 fim band of C0 2 and 1.38, 
1.87, 2.7 and 6.3 ^m bands of H2O. The long wavelength bands were 

-

-

-

' 1 ' 

K = 0.5 
Pr = 0.7 
Ec= 0.2 

< l 1 

1 ! 1 •' " 

/Ha = 10 

4 _ _ 

1 1 1 1 

^^- = 

-

1 
0.0 0.1 0.2 0.3 0.4 O. 

rj = z/L 

Fig. 2 Temperature distributions for a nonradiating gas 
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Fig. 3 Temperature distributions for a radiating gas with Ha = 4 

neglected in view of the high temperatures. Furthermore, the over
lapped band of 2.7 lira of CO2 was neglected in comparison with the 
2.7 Mm band of H 2 0 [19]. 

The first observation is that the temperatures for the radiating gas 
are significantly lower than those for the nonradiating gas as presented 
in Fig. 2. The general trend of gas temperatures is to increase followed 
by a leveling off or in some cases a slight decrease and then increase 
to some centerline value. For these results, the shape of the temper
ature curves is governed by the behavior of the viscous dissipation and 
Joule heating terms in the energy balance. As a result of the assumed 
value for the power factor and recognizing that the current density 
is evaluated from equation (4), the viscous dissipation dominates near 
the wall and decreases as the distance from the wall increases. On the 
other hand, the Joule heating is small near the wall but dominates over 
the viscous term in the center of the channel. The cross over between 
viscous dissipation and Joule heating occurs near n = 0.15. This be
havior of the "energy source" term of the energy balance becomes 
important since the "energy sink" term attributed to the radiative 
term is significant. Temperature profiles presented by Cramer and 
Pai [2] for Couette flow of a gray gas also display a similar charac
teristic. 

The behavior of the temperature profiles with channel width is as 
expected. A wider channel results in larger path lengths and increased 
absorption of radiant energy. The centerline temperatures are more 
sensitive to a change in channel width from 0.5 to 0.75 m than from 
0.75 to 1.0 m. This trend is attributed to the logarithmic behavior of 
the band absorptance at large path lengths. 

Several proposed designs of MHD channels are to be operated at 
wall temperatures near 1800 K to increase the gas electrical conduc
tivity near the channel wall and to prevent condensation of the seed 
material. The influence of wall temperature may be examined by 
reference to Fig. 3 where results for wall temperatures of 1000 and 
1800 K with a channel length of 0.5 m are also displayed. Dimen-
sionless gas temperatures are found to decrease as the wall tempera
ture increases resulting in more uniform temperature profiles. Al
though the dimensionless path length parameter'Uo decreases with 
increasing wall temperature yielding a more transparent gas, the ra
diant energy shifts to shorter wavelengths as a result of the behavior 
of the black body spectral emission. Thus, the shorter wavelength 
bands of water vapor become more participating causing an increase 
in the gas absorption. The magnitudes of gas temperatures displayed 
in Fig. 3 support the utilization of the molecular gas band correla
tions. 
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Fig. 4 Temperature distributions for a radiating gas with Ha = 4 and 10 
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Fig. 5 Temperature distributions for a gray gas 

The effect of the Hartmann number is demonstrated by results 
presented in Fig. 4 for Ha = 4 and 10 with L = 0.5 m and Tw = 1000 
K. At the higher Hartmann number, the Joule heating dominates the 
"energy source" term and the gas temperatures increase monotoni-
cally to the channel centerline. For the U-25 channel, a Hartmann 
number of 350 is expected. However, this order of magnitude of the 
Hartmann number would produce very high gas temperatures for a 
non-radiating gas. Thus, gas radiation would appear to lower these 
high temperatures to values observed in experimental studies. 

Gray gas temperature profiles are presented in Fig. 5 for Ha = 4 and 
values of optical thickness TO from.0 to 1.0 where the lower limit would 
correspond to a nonradiating gas. It was found more convenient for 
this study to express these results in terms of values for L, Tm and k 
although the gray gas results may be expressed in terms of the con-
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duction to radiation parameter N and optical thickness T0. AS the 
optical thickness increases, gas temperatures decrease and are ex
pected to increase and eventually reach the non-radiating gas results 
for an opaque gas. As a result of the emphasis in this study on real gas 
results, an effort to obtain results for larger optical thicknesses was 
not made. Larger optical depths, however, are expected to produce 
temperature profiles with characteristics similar, to those in Fig. 3 and 
reported in [2]. It was stated in [3] that an absorption coefficient of 
0.0001 m - 1 or T 0 = 0.00005 for the channel length in Fig. 5 is typical of 
that encountered in MHD channels. In view of results presented for 
the real gas, a much higher absorption coefficient appears to exist. 
Further investigation is required to identify the source of this dis
crepancy. 

Nusselt Numbers . In Table 1, results are presented for therbulk 
temperature, convective, radiative and total Nusselt numbers, con
duction to radiation parameter as well as optical thickness for a real 
gas and a nonradiating gas. In view of the gas temperature gradients 
at the wall, the convective Nusselt numbers are dominated by the 
radiative Nusselt numbers. The radiative Nusselt numbers increase 
with increasing channel width and wall temperature but are nearly 
identical for Ha = 4 and 10. Although the gas temperature gradient 
at the wall increases as the Hartmann number increases from 4 to 10, 
the bulk temperature also increases yielding a lower convective 
Nusselt number at the higher Hartmann number value. The values 
for the conduction to radiation parameter are found to be relatively 
small implying that radiative transfer dominates over conductive 
transfer. The optical thicknesses for the real gas are also large again 
demonstrating the importance of radiation. For the nonradiating gas 
TO = 0, the convective Nusselt numbers are smaller than those for the 
radiating gas as a result of the higher bulk temperatures. Nusselt 
number results for the gray gas exhibit a similar behavior as those for 
the real gas. 

Conclusions 
Analysis and results have been presented to examine the influence 

of gas radiation on temperature profiles for classical Hartmann MHD 
flow. Real gas radiative properties are described by a band correlation 
model with parameters for carbon dioxide and water vapor. Results 
for gas temperature distributions as well as convective, radiative and 
total Nusselt numbers were obtained for several values of the Hart
mann number, channel width and wall temperature for nonradiating, 
real and gray gas properties. The results demonstrated that gas 
temperature profiles were significantly reduced as a result of radiative 
transfer from the gas to the channel walls. Furthermore, the radiative 
Nusselt number was found to be significantly higher than the con
vective Nusselt number. The conduction-radiation parameter re
flected the findings that radiative transfer was significant. The 
analysis and results suggested that higher Hartmann numbers should 
be investigated and that additional information regarding gas radi
ative properties particularly at higher temperatues is required. Ad
ditionally, the radiation portion of the analysis should be combined 
with a more realistic description of MHD flow with possible inclusion 
of turbulence. 
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Media 
Conuectiue heating or cooling of granular solids or porous media is of interest in the design 
of thermal energy storage systems. The solutions to the energy initial boundary value 
problems governing convective heat transfer between a fixed bed of granular solids and 
a steady flow of heating or cooling fluid are presented. The storage system is considered 
to be initially in thermal equilibrium at a uniform temperature, a step change in the inlet 
temperature of the working fluid is imposed, and the thermal response of the system pre
dicted. The results are valid for gases and liquids when the temperature gradient in the 
solid material is small and axial conduction effect is negligible in comparison with the 
convective heat transfer. Unlike the previously available solutions to this problem, the 
results presented are in closed form. This greatly simplifies evaluation and design of ther
mal energy storage systems of this general type. 

Introduction 

Convective heating or cooling of granular solids and/or porous 
materials is of interest in the design of thermal storage systems [1-3]. 
This paper presents solutions to the energy equations governing 
convective heat transfer between a fixed bed of granular solids and 
a steady flow (constant mass velocity) of heating or cooling fluid. The 
results are closed-form solutions for finding the temperatures of the 
fluid and granular solids as a function of time and axial position in 
the direction of the flow. 

This problem was first solved by Anzelius [4] and later by Schu
mann [5]. Locke [6] extended the solution to include a distributed heat 
source and performed experimental investigations to measure the 
friction factor and convective heat transfer coefficient. Other inves
tigators [7-13] extended the problem to compact heat exchanger ex
periments, gas turbine regenerator design, and adsorption in granular 
solids. 

Previous work resulted in either a series solution involving the 
nth-order derivative of a zero-order Bessel function [5, 6] or double 
integration of a zero-order Bessel function [4, 7-11], Hung, et al. [12] 
and Rao, et al. [13] presented improved solutions based on Laplace 
transform techniques. 

The analysis presented in this paper is based on a different ap
proach which yields closed-form solutions and drastically reduces the 
amount of computation for convergence. 

Idealizations and Assumptions 
The analysis is based on a one-dimensional treatment with uniform 

bulk fluid velocities and temperatures at any cross section normal to 
direction of the flow. Heat transfer due to radiation or axial conduc
tion is neglected, the temperature gradient in the solid materials is 
assumed to be small, and the fluid and granular solids are assumed 
to undergo no phase change. The initial temperature of the granular 
solids is assumed to be uniform, and internal heat generation and 
chemical and/or nuclear reactions are assumed to be nonexistent. The 
change in the kinetic energy of the fluid across any section is negligible 
compared with changes in specific enthalpy, and external force fields 
are not considered. The convective heat transfer coefficients and 
density and specific heat of the granular solids are treated as con
stants. The governing equations are initially derived for liquids as well 
as gases to indicate the basic differences. The final solution, however, 
is based on a simplified case which applies to liquids as well as gases, 
when the idealizations involved in the analysis are justified. 

Mathematical Model 
Energy Equations. The energy equations for the fluid and porous 

Contributed by the Heat Transfer Division and presented at the A1AA/ 
ASME Thermophysics and Heat Transfer Conference, Palo Alto, California, 
May 25-26,1978. Manuscript received by the Heat Transfer Division June 22, 
1978. Paper No. 78-HT-45. 

media can be derived using the idealizations stated above, together 
with an appropriate equation of state for the working fluid. 

1 Fluid Side. Because of the basic differences, in the equation 
of state, the final form of the energy equation for gases is slightly 
different from that of liquids. Thus, 

(gases) — { ( J 1 ) - \ = — 
dz yaR dt 

(liquids) L{GT)^lzM^. 
dz c dt 

C<7 

ha 

(T. - T) 

• (Ts - T) 
(1) 

2 Solid Side. When the temperature gradient in the solid ma
terials is small and the axial conduction effect is negligible, the energy 
equation for the solid materials can be written in the following 
form: 

he dTs 
(solids) 1 

dt pspcs 

(T„ - T) = 0 (2) 

These equations can be written in nondimensional form by intro
ducing the following variable changes:1 

(3) 

f._haz • 

Gac 

hat 
T -

PsPCs > 

u~ T~Tl 

Tso — T\ 

n _ T. - T, 
0, = e 

? 

r+ 

r+ 
(4) 

Tso — Ti 

For steady flow conditions, the mass velocity of the fluid (G in 
equations (1)) is constant in the z direction. In many practical situa
tions, the second term pn the left-hand side of equations (1) is quite 
small compared with the first term and may be neglected.2 For ex
ample, Schmidt and Szego [1] calculate the magnitude of the coeffi
cient of the second differential in equations (1) for water and air as 
the working fluid and Feolite as the storage material. It is concluded 
that these coefficients are sufficiently small so that a negligible error 
is introduced in the analysis if the second terms on the left-hand sides 
of equations (1) are neglected. If this is done and equations (3) and 
(4) are introduced into equations (1), 

ae 

af = 
(5) 

1 The analysis which led to the choice of these non-dimensional groupings is 
based on the Buckingham 7r-theorem, although other approaches (e.g., Gara-
bedian [14]) lead to the same groupings. 

2 If this is done, the solution is valid for gases and liquids. 

Journal of Heat Transfer AUGUST 1979, VOL. 101 / 507 
Copyright © 1979 by ASME

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



and equation (2) reduces to 

d r 
(6) 

Equations (5) and (6) are coupled by the temperatures of the solids 
and the fluid. Taking the derivative of both sides of equation (5) with 
respect to r and adding the result to equation (6) yields 

d2fl 

d r d f " 
(7) 

Taking the derivative of 6S for both sides of equation (6) with respect 
to T and adding the results to equation (5) yields 

&8S _ 
(8) 

Equations (7) and (8) can be solved together with a set of auxiliary 
conditions, given in the following section. 

Auxiliary Conditions. The temperature of the fluid at the en
trance to the granular solids region (at z = 0) and the initial temper
ature of the granular solids are known values and are referred to as 
Ti and Tso, respectively. Introducing the definitions of 6 and 8„ from 
equation (4) enables these conditions to be written in the following 
form: 

0(0, T ) = 0 

fl,(f.0) = ef 

(9) 

(10) 

Another set of initial and boundary conditions can be obtained from 
equations (5) and (6). Introducing the condition given by equation 
(10) into equation (5) at T = 0 yields 

af 
fl(f, o) •• »f (11) 

Similarly, if the condition of equation (9) is introduced into equation 
(6 )a t f=0 , 

— 0s(O,r) = O 
d r 

(12) 

Solution 
Two sets of initial boundary value problems for the temperatures 

of the fluid and granular solids have been derived. Equation (7) is the 
governing equation for the fluid temperature, and equations (9) and 
(11) provide the required auxiliary conditions. Equation (8) together 
with equations (10) and (12) provide the initial boundary value 
problem for the temperature of the solids. 

The solution to the characteristic initial boundary value problem 
on the fluid side is obtained in the Appendix. The final result is 

where 

9(f, T) = ei+J - £ \Mf) -

n tk 

k=o ft! 

(13) 

Substituting the expression for 0 in equations (4) yields the final ex-

0.80 

0.60 

O.*0 

0.70 
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-

1 
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1 / / / / 6 / / / 

l / / / / / / */ 

• ^ " " ^ — 1 

/ / ^ / / ^ ^ 

/ / 

-

1 

Fig. 1 Temperature of fluid as a function of time and position 

Fig. 2 Temperature of solid materials as a function of time and position 

pression for the fluid temperature in terms of time and axial distance 
through the granular solids: 

T-Tx 
l _ e - ( f + r ) £ ^ ( f ) — (15) 

A similar procedure can be used to obtain the solution for the 
temperature of the granular solids with respect to time and axial po
sition. It is simpler, however, to use equation (5), noting that the fluid 
temperature given by equation (13) can be differentiated with respect 
to f to find an expression for 6S (f, T) : 3 

n=l n\ 
(16) 

Substituting the expression for 8S in equations (4) yields the final 
expression for the granular solids temperature: 

TSo ~ T\ 
l-e-U+r) L u V ^ f l — (17) 

(14) Equations (15) and (17) are plotted in Figs. 1 and 2. An expression for 

3 Note that !/<„'(?) = ^n-i(f)-

.Nomenclature. 
Bi = Biot number 
c = specific heat of liquid or of gas at constant 

pressure 
c„ = specific heat of solid materials 
G = mass velocity of the fluid 
h = convective heat transfer coefficient 
ks = thermal conductivity of solid mate

rials 
p = pressure 
R = gas constant 
T = temperature of fluid 

t = time 
Ts = temperature of solid materials 
T\ = fluid inlet temperature 
Tso = initial temperature of solid materials 
w = semithickness of solid materials 
2 = vertical coordinate 
a = heat transfer area per unit total 

volume 
fl = volume fraction of granular solids 
7 = ratio of specific heats for gas 
f = nondimensional coordinate defined by 

equation (3) 
0 = nondimensional fluid temperature de

fined by equation (4) 
6S = nondimensional solids temperature de

fined by equation (4) 
ps = density of solid materials 
a = minimum free-flow area per unit frontal 

area 
T = nondimensional time defined by equation 

(3) 
\pn = function defined by equation (14) 

508 / VOL. 101, AUGUST 1979 Transactions of the ASME 

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the fluid-solids temperature differences can be obtained by sub

tracting both sides of equation (15) from equation (17), noting that 

MO = 1: 

= e-(r+T) Y. MIL (l8) 
Tso-T, n=o(n\)2 

D i s c u s s i o n of R e s u l t s 
Equations (15) and (17) are solutions to the energy initial boundary 

value problems governing convective heat transfer between a fixed 
bed of granular solids (or porous media) and a steady flow of heating 
or cooling fluid. These solutions are useful for the design or perfor
mance evaluation of thermal energy storage systems of this general 
type. The storage system is initially in thermal equilibrium at a uni
form temperature Ts0, the fluid inlet temperature is held at a constant 
value Ti, and the temperature of the working fluid T and solid ma
terials Ts are predicted. The thermal response of the storage system 
depends on two independent variables: a nondimensional time r and 
a nondimensional axial position in the direction of the flow f. The 
maximum amount of thermal energy which can be stored by the unit 
can be determined from equation (18) or results similar to those 
plotted in Figs. 1 and 2. 

A comparison of the results given by equations (15) and (17) with 
the results presented by London, et al. [3] indicates excellent agree
ment. The nondimensional variables used are related to those used 
in this paper by the following expressions: 

Ntu = f, T* = r 

ei*=
T-°-T

 e * = T» - T° 
1 SO ~ 1 1 -1 SO ~ I 1 

Equations (15) and (17) are valid for gases and liquids when the 
temperature gradient in the solid materials is small (Bi = hw/ks < 
0.01) and the axial conduction effect in the solids is negligible in 
comparison with the convective heat transfer. These equations are 
based on a one-dimensional treatment of the problem with uniform 
bulk fluid velocities and temperatures at any cross section normal to 
the direction of the flow. Thus uniform flow distribution and proper 
insulation of the storage unit are important considerations if the 
one-dimensional treatment is to be applied. Furthermore, internal 
heat generation and chemical or nuclear reactions are assumed to be 
non-existent and the fluid and granular solids are assumed to undergo 
no phase change. 

The solutions presented by equations (15) and (17) do not account 
for the events that take place from the instant the fluid is allowed to 
flow in the unit to the moment the first particles of the fluid leave the 
unit. Typically this time interval is of an order of magnitude smaller 
than the characteristic time scale of the process, but care must be 
taken when results for small times are required. 

When the temperature gradient within the solid material is no 
longer small, a lumped parameter analysis of the solid materials may 
no longer be valid for the accurate determination of the transient 
response of the storage system. The solution to this case is presented 
by Schmidt and Szego [1] for a storage unit composed of rectangular 
solid materials. A comparison of these results with those presented 
in this paper indicates excellent agreement with the parameters are 
selected so that the internal temperature gradients in the solids are 
negligible. It can be concluded that the conduction effect is negligible 
when the Biot number (Bi = hw/ks) is less than 0.01. 

Equations (15) and (17) provide excellent means for the design, 
evaluation, or prediction of storage system performance, especially 
when a digital computer is used. The infinite series which appear in 
these equations are rapidly convergent, and excellent accuracy can 
be obtained with the inclusion of only a few terms. This is not the case 
with the previously available solutions to this problem because of the 
time and difficulties involved in computing the integral or the nth 
order derivative of the zero-order Bessel function. 

Summary 
An improved solution for heat transfer between a fixed bed of 

granular solids and a steady flow of heating or cooling fluid is pre
sented. The results are closed-form solutions for the temperatures 
of the fluid and granular solids as a function of two independent 
variables: nondimensional time and nondimensional axial position. 
The results are valid for gases and liquids when the temperature 
gradient in the solid materials is small and the axial conduction in the 
flow direction is negligible. Unlike the previously available solutions 
to this problem, the results presented are in closed form. This greatly 
simplifies the computations involved in the evaluation and design of 
thermal energy storage systems of this general type. 
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Appendix 

Solution to the Energy Initial Boundary Value 
Problem 

The solution to the linear, homogeneous differential equation 

Bzy -QB = 0 (19) 

with a set of auxiliary conditions 

0(a,y) = i(y) 

8(x, b) = <S>(x) (20) 

subject to 

f(b) = *(a) 

is [14] 

6{x,y) = A(S,R)0(S)+S dyAdy + C dxAdfx, (21) 

where the quantity A(R, S) = A(x, y;fi, j]) is known as the Riemann 
function associated with the linear partial differential equation 
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Fig. 3 Coordinates and characteristic lines 

(equation (19)). The points P and Q in Pig. 3 represent the pairs of 
coordinates (fi, y) and (x, v), respectively, when they occur as argu
ments of A. The line integral between P and Q in equation (21) must 
be evaluated along a segment of the vertical characteristic through 
P and a segment of the horizontal characteristic through Q. These 
characteristics intersect at a point denoted by S. 

The Riemann function for equation (19) is [14] 

A(x, y,fi, V) = I0[2VQ(x - y.)(y - n)] (22) 

where IQ is a Bessel function with the following infinite series repre
sentation: 

/o('-) ; 

re=0 

(r/2)n 

(23) 

The solution to equations (7, 9), and (11) can be obtained by using 
equations (21-23) and introducing the following changes of variables: 
fi = 1, a = b = 0, x = f, y = T, ^ ( T ) = 0, *'(/*) = e". This yields 

Bit, r) = J o
f e " / o [ 2 V r ( f - M ) ] d/x (24) 

Substituting the series form of IQ from equation (23) results in 

W , T ) = I : ^ f f df- M )»rf M (25) 
n=o(n\)2 Jo 

and using a successive series of integration by parts results in 

f f e " ( f - M ) n d M = ( e f - £ 7 7 " ! ' (26) 
Jo \ k=ok\l 

Substituting equation (26) into equation (25) and noting that 

ra=0 U\ 

yields 

where 

e(f>T) = ef
+T- z w n : 

A = 0 « ! 

(27) 

(28) 

510 / VOL. 101, AUGUST 1979 Transactions of the ASME 

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



W. Roetzel 
Prof, Dr.-lng. 

J. Neubert 
Dipl.-lng. 

Institut fiir Thermodynamik, 
Hochschule der Bundeswehr Hamburg, 
Holstenhofweg 85 / Postfach 700 822, 

2000 Hamburg 70 
Germany 

Calculation of l ean Temperature 
Difference in Air-CooIed Cross-Flow 
Heat Exchangers 
An approximate explicit equation together with empirical coefficients is presented for the 
fast calculation of the mean temperature difference of eight cross-flow arrangements. The 
mean temperature difference is calculated from the effectiveness of the process stream 
and the number of transfer units on the air side. 

1 Introduction 
In computerized heat exchanger design, the mean temperature 

difference can be calculated using a generally valid approximate 
equation with a different set of coefficients for each flow arrangement 
[1, 2]. The mean temperature difference is calculated from the inlet 
and outlet temperatures ofboth streams. The following equations are 
applied. 

First the effectivenesses of both streams are calculated according 
to 

P = 
TV 
T i - t i 

and 

(1) 

(2) 
Ti - h 

Then the dimensionless logarithmic mean temperature difference 
for countercurrent flow is determined using 

ri.n (3) 

ln-

(4) 

The actual dimensionless mean temperature difference 

T l - t ! 

is found by correcting the dimensionless logarithmic mean temper 
ature difference according to 

r = FT- ru (5) 

The correction factor FT is calculated from the following equation 

FT= 1 • (1 — n.m.) • sin 2 • i • arctan (6) 

with a different set of coefficients a;,* for each flow arrangement. 
The procedure [1] described above is very convenient if the inlet 

and outlet temperatures of both streams are given. However, when 
designing air-cooled cross-flow heat exchangers, usually the inlet and 
outlet temperatures and the mass flow rate of the process fluid are 
prescribed; while on the air side, only the inlet temperature is fixed. 
The air outlet temperature or the air mass flow rate is subject to an 
optimization process. 

Depending on the optimization method applied, it nyght be of 
advantage if the mean temperature difference could be calculated 
without knowing the air outlet temperature. 

Experience in the design of air-cooled cross-flow heat exchangers 
has shown that the number of transfer units (NTU = s), defined 
by 

K-A = t 2 - t l = q 

c ATm r 
(7) 
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is a suitable design variable in that one knows the approximate values 
of s = K • A/c for different types of fin-tube bundles. In this paper a 
general approximate explicit equation is presented for the calculation 
of the mean temperature difference in air-cooled cross-flow heat ex
changers from the effectiveness p of the process stream and the 
number of transfer units s on the air side. 

2 General Equation 
As with equation (6), the idea is to use a generally valid type of 

empirical equation with a different set of coefficients for each cross-
flow arrangement. 

Considering, equation (3) reveals that it cannot be solved for r as 
function of p and s = q/r. Therefore the new equation is not based on 
the correction of n.m., but on the correction of the mean temperature 
difference for one-row cross-flow. 

The well-known equation (see e.g., [3]) for this flow arrangement 

r i •• 

In l + - l n ( l - p ) 
P 

can also be given in the form 

(8) 

(9) 
s l n ( l - p ) 

This dimensionless mean temperature difference is the smallest 
which occurs in cross-flow arrangements (for fixed values of p and s). 
Thus a correction must be added to ri to get the dimensionless mean 
temperature difference of a cross-flow arrangement with more than 
one row. The correction must revert to zero if p = 0 or s = 0 (<j = 0) 
because in these limiting cases the mean temperature difference of 
any flow arrangement (as rj) assumes the logarithmic mean temper
ature difference (one stream isothermal). 

The following function (/•/ from equation (9)) was found to be 
suitable: 

: ' 7 + £ T. biik-p' 
i = l k = \ 1+S, 

(10) 

The coefficients by, were determined by a least squares estimation. 
The absolute error of the dimensionless mean temperature difference 
was minimized. The exact values were calculated according to the 
references shown below: 

1 one to four rows in a single pass [3] 
2 i two rows with a single row per pass [4] 
3 three rows with a single row per pass [5] 
4 four rows with two rows per pass and with a single row per pass 

[6] 
The limiting case of an infinite number of rows with a single row 

per pass is countercurrent flow according to equation (3). 
For the least squares estimation, 1036 to 1191 points were used in 

the range 0.25 < s < 2.5 and r/n.m. > 0.5.16 coefficients (m = n = 4) 
were found to be sufficient. The absolute standard error is in all cases 
less than 1.4 • 10~4- In the flow arrangement with four rows and two 
rows per pass, the process fluid is assumed to be completely mixed 
in box-type headers between passes. Two other variants with no 
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mixing between passes (Fig. 1) are possible and were investigated 
through an incremental calculation [7]. It was found that variant a 
yields slightly higher and variant b slightly lower mean temperature 
differences than the variant of complete mixing between passes. 
However, the absolute differences of r are smaller than 0.001 and can 
be neglected. Thus the coefficients of Table 4 are valid for mixing and 
no mixing between passes. 

u u 
var iant " a " variant " b " 

Fig. 1 Cross-flow with four rows and two passes—two variants with no 
mixing of process fluid between passes 

Values of bi.i, for 

2 row, 1 pass 

k - 1 

2 

3 

4 

1 - 1 

1,078587 1 o " 2 

-4 ,814754 1 o " 2 

2 ,165124 1 o " ' 

-1 ,408721 10~ 2 

Table 1 

t , 
j y* 

K, | 

~\_ 

2 

1 ,795548 1 o " 2 

-1 , 5 i 1 3 9 9 1 0 ~ ' 

4 , 2 8 1 1 3 8 1 0 ~ ' 

- 5 ,021447 1 0 ~ ' 

^ " ^ 7"? 
| o_ 

^y^ 

f, 

3 

- 1 , 0 5 5 5 0 2 1 o " 2 

6 , 9 6 7 0 7 3 1 o " 2 

. 1 , 1 2 2 8 0 9 1 o " ' 

1 ,828372 1 0 ~ ' 

4 

- 6 , 7 5 5 8 1 9 1 o " 3 

7 ,109024 10~ 2 

- 2 , 4 9 7 0 3 8 1 0 ~ ' 

1 ,198928 l o " ' 

Table 2 

Values of b|k for 
3 row, 1 pass 

k - 1 

2 

3 

4 

1 - 1 

1,367766 10~ 2 

•6 ,745581 10~ 2 

2 ,917225 1 0 ~ ' 

-5 ,399342 1 o " 2 

y~ 
T, ' C 

v Q 
^ ^ 

2 

1,898826 10~ 2 

- 1 ,506259 1 0 " 1 

3 ,874476 l o " 1 

- 4 ,674339 1 0 _ 1 

k 
s. 

.3 N — h 
^ /— 

/ 
f, 

3 

- 2 , 2 4 8 5 0 2 10~ 2 

1,403442 1 0 ~ ' 

- 2 , 3 2 0 3 0 1 1 0 _ 1 

2 , 6 1 0 6 3 0 l o " 1 

4 

1 , 562070 10~ 3 

1,963323 10~ 2 

- 1 , 5 8 6 4 1 6 1 0 ~ ' 

5 ,421831 1 o " 2 

3 Conclusion 
As an alternative to equation (6) [1], the new equation (9, 10) to

gether with the coefficients given in Tables 1-8 can be recommended 
for computerized design of air-cooled cross-flow heat exchangers when 
the effectiveness of the process fluid is given and the number of 
transfer units on the air side can be estimated. 
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Table 3 

Valuta of b|,(, for 

4 row , 1 pass 

k - 1 

2 

3 

4 

I - 1 

1,464745 10"2 

-7,208576 10 - 2 

3,091601 10_1 

-5,897784 1o"2 

It, 
S 

y \ 

r, 

\ ( \ 

\ J \ 

j / 
/ 

\* 
2 

1 ,956024 1 0 " 2 

• 1 , 5 9 4 9 4 5 1 0 " ' 

4 , 1 3 1 2 1 5 1 0 " ' 

- 4 , 8 8 3 6 8 9 1 0 " ' 

3 

- 3 , 1 1 7 0 8 2 1 0 " 2 

2 ,203055 1 0 _ 1 

- 4 , 4 9 8 5 1 7 1 0 ~ ' 

4 , 4 8 1 2 6 7 1 0 " ' 

4 

9 ,394464 l o " 3 

- 4 , 9 8 6 4 0 4 1 0 " 2 

2 ,853396 1 0 _ 2 

- 1 , 0 7 8 0 7 8 1 0 _ 1 

Table 4 

Values of b i i l( for 
/.row, 2 pass 

k - 1 

2 

3 

4 

i - 1 

1,307011 10~' 

8,850189 l o " 3 

2,976786 l o " 1 

-3,597806 l o " 1 

1.2 
' l „ _ — - " * " 

— ^ - [ 
~ - « ^ 

/ j 
•a@H i—- j 

~-̂  

- ^ \ n > 
I D 
- 3 s 
3 / 

\* 
2 

6 ,992744 1 0 " 2 

- 9 ,936248 1 0 " ' 

1 ,918493 1 0 ° 

-1 ,213912 1 0 ° 

3 

- 2 , 2 7 8 9 2 3 1 0 - ' 

2 , 085591 10 

0 
- 4 , 3 1 9 4 7 9 10 

2 , 9 0 1 7 8 3 1 0 ° 

4 

9 ,311681 1 0 " 2 

0 
- 1 , 220000 10 

2 ,481958 1 0 ° 

- 1 , 6 3 3 0 8 5 1 0 ° 

.Nomenclature. 
A = heat transfer area ,s = number of tranfer units (NTU) on the air 
cijji = coefficients in equation (6) m;n = maximum value of i and k, respec- side 
b{,k = coefficients in equation (10) tively T = temperature of process stream 
c = heat capacity stream of the air (flow rate p;q = effectivenesses defined by equations (1) t = temperature of air 

times specific heat) and (2) AT,,, = mean temperature difference 
FT = logarithmic mean temperature differ- /• = dimensionless mean temperature differ

ence correction factor ence Subscr ip ts 
i;k = summation counters in equations (6) ri.m. = dimensionless logarithmic mean / = one row 

and (10) temperature difference (countercurrent 1 = inlet conditions 
K = overall heat transfer coefficient flow) 2 = outlet conditions 
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Values 

2 row, 

k - 1 

2 

3 

4 

of b i k for 

2 pass 

i - 1 

1 ,352164 1 0 ~ ' 

- 2 , 1 4 6 0 7 0 10~ 2 

3 ,378088 l o " 1 

- 3 . J 3 3 2 6 1 1 0 ~ ' 

Table 5 

t -
- « 8 ^ 

A 
ID) J 

T 
f l 

2 

3 ,022285 10~ 2 

- 7 , 3 7 8 0 0 3 1 0 - 1 

1 ,415703 1 0 ° 

- 9 , 1 2 3 7 9 2 1 0 _ 1 

3 

- 1 , 4 4 6 5 8 2 l o " ' 

1 ,525232 1 0 ° 

- 3 , 1 4 3 2 2 7 1 0 ° 

2 , 1 0 8 5 3 3 1 0 ° 

4 

4 , 9 2 9 5 4 2 10~ 2 

- 8 , 7 8 6 4 6 4 1 0 ~ ' 

1 ,748077 1 0 ° 

- 1 , 1 2 0 0 2 6 1 0 ° 

Table 7 

Values of b, u for 

A row, 4 pass 

k - 1 

2 

3 

4 

i - 1 

1.711282 10"1 

4,722645 10"Z 

4 ,930444 . l o" 

•5.765170 10* 

r, T'2 

f~~ 
(a \ h 

T f i 

2 

5,004573 10" ! 

-9 ,271206 10"' 

1 ,754712.10° 

-1 ,046178 10° 

3 

-1,790643 1 0 ' 1 

1,928329 10° 

-3 ,907875 .10° 

2,577633 108 

N 
ZD ) / 

"\ ZD ) J 

4 

5 ,747072 10"2 

-1,097924 10° 

2,146092 10° 

-1 ,367120 10° 

Table 6 Table 8 

Values 

3 row, 

k - 1 

2 

3 

4 

of bj,k for 
3 pass 

i - 1 

1 ,790271 1 0 " 1 

-1 ,569109 1 0 _ 1 

7 ,012144 1 0 ~ ' 

•4 ,967973 1o" 1 

7j 

f. ( d V 

, 

2 

- 6 , 8 7 5 2 5 8 1 0 - 2 

- 1 , 0 5 8 4 5 8 1 0 " ' 

1 ,316315 10~ 2 

1 ,161698 1 0 _ 1 

k 

k 
3 

4 , 8 5 2 5 6 6 1 0 ~ 2 

3 ,466809 1 0 ~ ' 

- 5 , 4 2 0 7 7 2 1 0 _ 1 

2 , 8 7 7 1 1 9 1 0 " 1 

-IT\ 13) ~ - ' T 
?2 

—&» 

4 

- 7 , 3 0 8 3 3 3 1 0 " 2 

- 1 , 8 3 7 2 1 8 1 0 " 1 

2 , 0 2 1 7 0 5 1 0 _ 1 

- 4 , 4 6 2 4 3 8 1 0 ~ 2 

Values of b l k for 

m row, on pass 

countercurrent flow 

k - 1 

2 

3 

4 

ha 

1 - 1 

1 ,686934 1 0 _ 1 . 

3 , 4 4 1 9 0 3 1 0 " 2 

3 ,651848 1 0 ~ ' 

- 5 , 2 7 9 5 3 0 1 0 _ 1 

2 

1 , 550887 

-1 ,609212 

3 , 1 2 4 1 7 3 

-1 ,887773 

- i f r 

1 0 " 1 

1 0 ° 

1 0 ° 

1 0 ° 

3 

- 3 , 7 4 6 6 4 6 

3 ,207463 

- 6 , 4 8 0 0 8 8 

4 , 2 0 1 8 7 9 

l o " 1 

10° 

10° 

10° 

1 U 
I 

'h 
4 

1 ,651076 1 0 " ' 

- 1 , 7 9 9 1 4 0 10 ° 

3 ,539501 1 0 ° 

- 2 , 2 2 6 9 5 4 1 0 ° 
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Optimal Fin-Side Design of 
Compact Tube-in-Fin Heat 
Exchangers with Rippled Fins 
The optimal design of rippled fins found in the common compact heat exchanger is ad
dressed to maximize the heat transferred per unit pressure drop (pumping power). Rip. 
pies are common for structural integrity and to facilitate handling and manufacture. 
Typical designs operate at Reynolds numbers below about 1200. Because a complex flow 
with heat transfer-process is involved, the optimal design synthesis approach—modeling, 
objective function definition and optimization—coupled with the desire to efficiently ver
ify the results leads to a highly effective hybrid design technique and substantially less 
experimentation than might be expected. The model uses a finite difference marching 
procedure and variable fluid properties. General results for ripple designs and spacings 
are obtained and corroborated experimentally. In general a short ripple of about 25 deg 
and height/fin spacing of 0.25 are optimum. Distance between ripples is shown to be a 
simple function of Reynolds numbers. The final discussion addresses aspects of this ap
proach, its strengths and limitations. 

Introduction 

The modeling and optimal design synthesis of heat exchange sys
tems has received considerable attention in recent years [1,2] although 
often for relatively exotic applications such as space flight. To reflect 
terrestrial concerns for energy conservation and more efficient energy 
conversion and materials utilization, this paper addresses some 
practical design considerations of a widely-used and "homely" de
vice—the so-called compact heat exchanger of the forced-convection 
tube-in-fin type such as is found in automotive and air conditioning 
radiators. 

This is an established, time-proven and widely-used design whose 
continued development and application seems assured. The basic 
construction has multiple parallel tubes which are mechanically or 
hydraulically expanded into many identical plate fins. However, in 
the actual design often the fins are rippled or corrugated, as suggested 
by Fig. 1, for improved rigidity and overall structural integrity. Fur
thermore, manufacturing experience has shown that an unrippled fin 
is virtually impossible to handle: the final shearing process tends to 
generate internal stresses in the fin which cause it to roll up or 
spiral. 

Satisfactory performance is usually accomplished through ad
justments in heat exchanger geometry. Rippling will affect the 
through-flow characteristics, possibly deleteriously. However, it is 
often possible to disturb a flow situation to improve the heat transfer 
coefficient [3], although there may be other penalties incurred—most 
commonly in the form of pumping power (increased pressure drop). 
Since presumably some geometries will be better than others or will 
at least minimize the deterioration of heat exchanger performance, 
the present study investigates as a problem in optimal design the ef
fect of ripple design on compact heat exchanger performance. We shall 
consider practical and manufacturing considerations such as number 
and patterns of ripples, fin spacing and length, pumping power, etc. 
vis-a-vis the wide variety of applications. Although we shall largely 
neglect the tube side, it is clear that any improvement of the fin side 
will improve overall performance, and in many instances, the fin side 
is the limiting and more costly aspect of these designs [4, 5]. Because 
of the nature of the system model and design criterion, the results will 
be applicable to different tube-side capacities. 

As motivation for this study, we would observe that to a large ex
tent, most designs are based upon accumulated in-house knowledge 
and extensive experimental investigations such as Kays and London 
[4]. Our purpose is to indicate an alternative to their observation [4, 

1 Formerly Graduate Student, Mechanical Engineering, Vanderbilt Uni
versity, Nashville, TN. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF H E A T T R A N S F E R . Manuscript received by the Heat Transfer Division 
February 9,1979. 

Fig. 1 Tube-in-fin heat exchanger with rippled fins 

p. 5] t h a t " . . . the basic characteristics can be reliably established only 
by experiments and by model laws to extend the range of applicability 
of the results." As a design (synthesis) procedure, a trial-and-error 
approach with extensive experimentation can be very costly, time 
consuming and possibly inconclusive; we intend to show that a good 
design model and design criterion can greatly improve the effective
ness of the design and experimental efforts. That is, the mathematical 
model treats a fairly complex flow with heat transfer problem, and 
experimental verification of the model is desirable. 

Hence, what we shall demonstrate is a hybrid design synthesis 
methodology built upon a mixture of (1) concepts of optimal de
sign—mathematical modeling and optimization to reduce the 
drudgery of repeated analysis and to indicate better designs and (2) 
judicious experimentation based on these findings. Additionally, some 
relatively purposeful analysis of the system model and numerical 
experiments allowed for computational simplifications and general
izations of the results. As a consequence, an effective design model 
and results are confirmed with relative economy of experimental ef
fort. These results are from a companion experimental study [6], 
which actually was developed as a consequence of this design 
study. 

The Design Synthesis Problem 
The critical stages of any such study are: 
1 development of a suitable model, no more complex than nec

essary, 
2 identification of design variables affecting performance and 

constraints (limits) upon them, 
3 defining a mathematical objective function which quantifies 
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the performance in terms of the design variables and provides a rel
evant comparison between feasible designs, 

4 implementation of an optimization algorithm and any other 
computational procedures, 

5 evaluation of results. 
These are developed in the following sections: 

1 Mathematical Model. Most compact heat exchanger operate 
in the laminar flow region on the fin side, typically between Reynolds 
Numbers of 400 and 800. Accordingly, and following conventional 
practice [7], the mathematical analysis (model) is based upon laminar 
boundary layer flow between two infinite flat plates. The applicable 
equations are momentum in the direction of flow (x -direction), con
tinuity, and energy. In their dimensionless forms these are, respec
tively 

dU 51/ 
u—+ v—-•• 

dX dY 

dP „d2U 
•A — + B 

dX dY2 

dU 
- + dX dY dX 

dT a2r 

(1) 

(2) 

(3) 

The boundary conditions are 

f / = . y = 0 @ Y = 0 ; [ / = V = 0i y = l; 

Y = 0 and Y = 1. (4) 

For solution by digital computer, finite difference forms of equa
tions (1 — 3) are employed. In the numerical solution, it was conve
nient to use a slightly modified dimensionless continuity expression 
in conjunction with equations (1) and (3) to facilitate inclusion of 
variable fluid properties (necessary for large temperature differences), 

r UdY= 1/V>. (5) 

Equation (2) is then used to evaluate the transverse velocity compo
nents. 

The development of the grid network follows in part from the choice 
of geometry. There are numerous possible ripple and louver (slot) 
configurations. Louvers are considered extensively by Kays and 
London [4] and can produce an effective heat transfer surface. They 
are typically multiple staggered fins or a sheared plate, and involve 
substantial shearing and/or smaller continuous sections (than a rip
ple). The former pose somewhat more complex manufacturing and 
assembly processes; the latter may induce internal stresses and a 
tendency to warp. In both cases, louvers may not substantially im
prove the structural rigidity of an assembly. Ripples offer some ad
vantages and appear to have been less extensively investigated. Of 
the ripples possible, probably a symmetric crimp as suggested in Figs. 
1 and 2 is the most common due to ease of manufacture and assembly. 

Fig. 2 Grid Structure for finite difference solution and characterization of 
ripple design and parameters 

Accordingly and possibly slightly arbitrarily we shall consider single 
and multiple ripples of this type. 

In Fig. 2 the ft th ripple may be completely located and characterized 
within the chosen coordinate system by defining the location of its 
leading edge (spacing of ripples) s*, k = 1, . . . K for K ripples, the 
ramp angle ft, and the maximum height 8k- The length of such a 
ripple is 

ek = 2bhcotPk (6) 

As will be shown (and might be expected) optimal multiple ripples 
will be identical. 

The grid network is developed as follows. In the through-flow di
rection, the AX can be somewhat arbitrary in the straight (non-
rippled) sections, chosen to yield a good compromise between speed 
of computation and accuracy and then "adjusted" depending upon 
the rate of change in the x -direction dependent variables: high rate 
of change, small AX and vice versa. The dimensionless AY spacing 
is 1/(N + 1) where N is specified from consideration of the ripple 
geometry, and boundary conditions, as follows. 

In treating the nonlinearities of equations (1-5) in the straight 
sections, unknown coefficients of the derivatives are approximated 
by the previous (/-I) values of the given quantity at the / location. 
This gives acceptable accuracy for a sufficiently fine grid spacing in 
the direction of flow, as discussed below and subsequently verified 
experimentally [6]. Using this approach, all of the U(X), T(X) and 
P(X) at a given coordinate X can be solved in a matrix solution as the 
solution "marches" downstream. 

Up to this point the analysis follows that of classic Poiseuille flow, 
and the approach is similar to Bodoia [8]. With the ripple, it is not 
possible to use symmetry as in [8], and the problem is to manipulate 
the numerical solution so that all the basic equations and boundary 
conditions remain unchanged while the coordinate frame is adjusted 
to simulate flow through a rippled section. This is done by choice of 
N and AY. To retain the original coordinate frame, it is seen that if 
nodal locations occur naturally at the points where the vertical grid 
spacing intersects with the surface of the ripple, the boundary con
ditions can be handled and the solution can proceed much as in 
straight sections. That is, in Fig. 2, in a rippled section the boundaries 
and zero velocity conditions now occur at an interior node on one side 
and an exterior node on the other side. If this were not the case—if 

.Nomenclature™ 
= optimum 

D = distance between plates 
Dk = hydraulic diameter (= 2D) 
gc = gravitational constant 
/ = index in x -direction 
J = index in y -direction 
K = number of ripples 
t, £k = length of a ripple 
L = length of fin 
p = local static pressure 
Po = total pressure at inlet 
N = number of grid points in y-direction 
Nu = Nusselt number 
Pe = penalty parameter, equation (12) 
Pr = Prandtl number 
Q = number of constraints 
r = vector of design variables 

Re = Reynolds number 
SE = theoretical entry length 
Si = distance from inlet to first ripple 
Sk, k = 2 , . . . K = distance between ripples 
t = local temperature 
to = average entering fluid temperature 
tw = wall temperature 
u = local velocity (x -direction) 
uo = average inlet velocity (x -direction) 
v = local velocity (y -direction) 
x = coordinate parallel to plate fin 
y = coordinate normal to plate fin 
Z, Z(r, pe) = design criterion 
a = thermal diffusivity 
p\ ft = ripple angle 
<5, 8k = ripple height 

v = kinematic viscosity 
p = local mass density of fluid 
p = fluid mass density at STP 
\pq = inequality form of constraints, equation 

(9) q = 1 , . . . Q 
A = gcPoip "o2) 
B = i>/(u<>D) 
C = a/(uoD) 
P = (p0 - p)/po 
T= (t- t0)/(tw - to) 
U = u/uo 
V = V/VQ 

X = 2(x/Dh)/(ReT?r) 
Y = y/D •* 

AX, AY = grid spacings 
<P = p/po 
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no node occurred on a surface at a solution point—there could be 
unknown or incorrect boundary conditions. To assure known 
boundary conditions, there must be a node on the fin (ripple) surface 
at each AX. Furthermore, in order that each AY remain constant 
throughout the solution, there must be a fixed relationship between 
AX and AY in a rippled section, i.e., 

AX = AY cot 0 (7) 

such that N is an integer. 
Thus, the model comprises a finite difference marching procedure 

to solve the combined laminar flow with heat transfer problems with 
variable fluid and heat transfer properties. In all fin segments, the 
solution of the numerical equations is carried out as in the flat plate 
case except that the boundary and zero-velocity boundary conditions 
can now occur at interior and exterior nodes. As the problem solution 
marches downstream in the channel, the size of the step in the di
rection of flow AX is arbitrary and may be chosen to yield the best 
compromise between accuracy, speed of solution and compatibility 
with an impending rippled section. The various adjustments to ac
commodate different ripple geometries and flows are inherent in the 
model. A certain amount of numerical experimentation (not really 
extensive) is involved in selecting the number of nodes required 
usually aimed at achieving reasonable accuracy with the least com
putational effort (CPU time), particularly in large problems like this 
and when multiple iterative solutions are involved. It was found that 
in the y -direction N > 24 was satisfactory. In the horizontal sections 
AX varied from .01 to equal to the vertical plate spacing, depending 
upon dU/dX and approach of a ripple. In the rippled section, the AX 
was determined according to ripple geometry, satisfaction of modal 
boundary conditions, and N. These were based on favorable com
parison of this model's solution with published results for laminar flow 
between flat plates [8]. Maximum differences between solutions of 
no more than seven percent were found for the heat transfer and 
pressure drop values. After incorporating some streamlining features 
in the program (discussion in (4)), each complete model solution 
(design) entailed about five minutes CPU time on a Xerox XDS-7 
Computer. 

As a final comment on this model, its relation to other approaches, 
and subsequent presentation of results, this computational procedure 
enables direct treatment of variable properties and solves for the 
temperature and flow variations directly on a step-by-step basis. 
Thus, approximate variable properties treatment (as in [4], chapter 
4) using empirical coefficients offers no advantages and is unneces
sary. Similarly, a priori parameterization by friction factors, etc. is 
not required, since the flow conditions are solved explicitly. Thus, we 
have "constructed" a nonlinear problem solution whose explicit be
havior is relatively insensitive to the usual problems of nonlinearities 
because of the embedding within an optimization procedure (3, 
below). The choice of a finite difference technique (versus finite ele
ment) provides some advantage in this way and averts an interior it
eration—i.e., a double iteration when the optimization is superim
posed. 

2 Design Variables and Constraints. The design variables in 
this model could be all of the variables identified above equation (6) 
for each segment of fin plus length of fin L and spacing D. Fin thick
ness is not an explicit consideration in the present problem. 

In any problem it is usually advantageous to treat explicitly no more 
variables than necessary, for ease of visualization of results and less 
computational time and cost. In view of the very long computation 
times for each design and the iterative nature of optimization algo
rithms, it became worthwhile to investigate the effect of the various 
design variables upon the objective function. 

By the nondimensionalization and characterizing the flow in terms 
of Re, one of the variables, D, can be eliminated, the remaining length 
variables now being per unit fin spacing. Hence, the complete vector 
of design variables i* could be 

Sk - ,Re , f tA-
D D D 

k = l,...,K,andK (8) 

0 < ft < 60 deg; 0 < — < 0.9; si(min) < — y 5 D D 

Sk (mm) < (- —L k = 2,...K;0< — + — 
D \ D Dj D \D D 

(9) 

and K is a specified parameter, several values being considered. The 
last two constraints insure that all ripples are suitably spaced and lie 
completely within the fin length. As it turns out, it will be possible to 
simplify these constraints and to determine a suitable Sk (min). Also 
as indicated earlier, under most conditions (and certainly as a practical 
consideration) the ripples will be identical and symmetrically spaced 
with respect to the fin center, thereby reducing the number of vari
ables in r. 

Accordingly, this problem has several inequality constraints and 
no equality constraints, the model being solved explicitly for each 
function evaluation. 

3 Design Objective Function. Optimal design involves finding 
the best feasible combination of the design parameters for an objective 
function which is representative of the application. In a common 
device such as this, the interpretation of optimum design and per
formance may well vary from application to application, or an ap
plication may dictate a design objective. Thus, it is possible for con
flicting designs to result if, in one instance a reliable continuous level 
of performance of a system is required over a long period of time, and 
in the second instance a variable level (output) is required on an in
termittent basis—even though both situations may require basically 
the same device. This particular conflict is not explicit in the present 
model, although such considerations could conceivably be superim
posed, possibly by choice of objective function. 

In this model, there may exist a conflict between heat transfer and 
acceptable pressure drop. Thus, there may be numerous optimum 
solutions which could be achieved for the general case described up 
to this point. Since maximum heat transfer and minimum pressure 
drop are typically desirable, a reasonable function to minimize (fol
lowing conventional practice) would be of the form total pressure 
drop/average heat transfer or equivalently, minimize 

Z = Z(r) •• 
Nu 

(10) 

while maintaining Reynolds number similarity. Obviously, this is one 
of many possible design criteria. In another situation, the objective 
might be to maximize the average heat transfer, subject only to an 
upper limit on total pressure drop, or equation (10) might be a con
straint. Investigation of multiple criteria is reasonably straightforward 
once one has a suitable model and solution algorithm. 

4 Optimization Algorithm and Computational Aspects. 
Having done (1-3), in principle the problem may be solved by a gen
eral purpose optimization algorithm. However, because of special 
attributes or difficulties inherent in a problem, solutions may be more 
effectively obtained by certain algorithms or some ad hoc technique. 
With a complex model and the iterative nature of the optimal design 
procedure involving multiple evaluations of the model, computational 
interaction of the model and algorithm may be important. Such is the 
case here. 

Each objective function evaluation requires solution of the entire 
flow model, including the internal grid adjustments to accommodate 
characterization of the ripple(s) and to ensure numerical stability. 
Initially we experienced enormous CPU times in the iterative opti
mization mode. To assist in debugging the combination and selecting 
a suitable algorithm, the problem (model) was temporarily simplified 
to treat fixed properties (valid for about 20°F (12°C) temperature 
difference), and response surfaces were generated by curve fitting and 
linear interpolation.2 The inclusion of variable properties intensified 

All of the variables are constrained to be nonnegative and by upper 
limits, as may be feasible.. Typically 

2 The mathematical model is used to generate a series of values for the ob
jective function using a matrix of values for the independent variables. Once 
sufficient data is obtained, the results are curve fitted; a least squares polynomial 
fit was used. The maximum error between the actual values of the objective 
function and the values calculated from the polynomial fits was less than one 
percent. Linear interpolation was used between fitted curves to produce a 
"surface". 
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the variability of the design contours and precise location and values 
of the optima, although the general character was similar. The 
fixed-property solutions were not considered sufficiently accurate 
in general when compared to variable-property model results, and 
as subsequently verified experimentally. However, this approach did 
facilitate debugging the variable properties model, particularly when 
other problems appeared. 

At this point, it was known that independently the models worked, 
and that algorithms under consideration would reliably solve test 
problems and would identify optima using the fixed-properties model 
curve-fit equations. Hence, it became imperative to select an algo
rithm which could be expected to reach optima with as few as possible 
function evaluations or other difficulties, to streamline the model 
treatment, and to effect any possible further reduction of the number 
of design variables. 

Problems were identified with interactions of the model and algo
rithm and influenced the algorithm choice. One (now obvious) con
clusion was that algorithms which computed gradients could lead to 
long run times simply due to number of function evaluations; however, 
even traditionally efficient gradient-calculating algorithms could (and 
did) have difficulties due to the quasi-discrete nature of characterizing 
the ripple(s) and the necessary adjustments of the flow grid—which 
also might be different for each variable. Therefore, a direct-search 
algorithm was indicated—preferably one which would be tunable to 
capitalize upon previous favorable moves and the design-space to
pography. 

To streamline the model solution in the iterative mode, all calcu
lated quantities which might be recalculated for subsequent trial 
designs, were stored whenever the time consumed in recalculation was 
greater than the time to access the stored information. This technique 
was highly effective in reducing CPU time by more than 50 per
cent—to the aforemention average of about five min per complete 
solution (value of objective function). 

As a consequence of all this activity, the algorithm selected was a 
direct-search variable polyhedron of the Nelder-Mead type [9]. (We 
also developed some feel for good starting points.) After a number of 
trials and some tuning, this algorithm appeared to be reasonably ro
bust for the type of region encountered. This algorithm is generally 
used with a penalty function for constrained problems. The constraint 
equations (9) were reformulated to provide a feasible region defined 
by 

iq(r)<0, g = l,...,Q. (11) 

which were appended to the objective function in the form of an ex
terior-barrier type parametric penalty function of the form 

F(r, pe) = Z(r) + — Z |max[iMx), 0]!2 (12) 
Ptq=l 

where F(r, p) is to be minimized for a specified decreasing sequence 
of pe's > 0. Typically p decreases from 1 to 10 - 6 in increments of 10 -2 , 
with values for r* found for each value. There are no equality con
straints in this problem. 

Interestingly, all of the optima turned out to be interior, although 
close to the upper limits of /?; and Si/D, so it was not necessary to be 
concerned with the explicit character of the sequence pe. 

Reduction of the number of variables is discussed separately in the 
following because it involved almost a complete independent 
study. 

Testing the Model, Effects of Design Variables. Solution of 
the defining equations shows that both the heat transfer and the 
pressure increase with fin length L, the rate of increase being greater 
for the pressure drop. Accordingly, L will always tend to a minimum 
for this objective function, and the value of L is a sizing parameter 
based upon capacity requirements of a specific application. Actually, 
for this objective function in the Re range of interest, L drops out of 
the problem in favor of spacing D. 

As a function of through flow in the typical operating range of be
tween Re of 100 and 1200, the optimal Re, is always at the minimum 
possible for this design objective function: Z decreases monotonically 
with decreasing Re since P decreases more rapidly than Nu. Hence, 

the optimal Re is either known a priori (based on capacity require
ments) or is determined by some other objective. In either case Re can 
be specified as an independent parameter of the solution. 

Only a few ripples are practical (under 3) and K must be an integer. 
Typically, variables which can only take on integral values are more 
conveniently treated as parameters which take on specified values. 

The numerical experiments indicated that design for ripple location 
and number of ripples design could be expedited. As corroborated 
experimentally, it was observed that for one ripple 

(a) the objective function is virtually insensitive to the specified 
value of entry length s\ as long as si is relatively well into (preferably 
greater than) an entry length SE, empirically defined by Olson [10] 
as 

SE = 0.0059DhRe (13) 

where D^ = hydraulic diameter, two-dimensional, so that 

— = 0.0118Re (14) 

(b) the objective function increases markedly if si is less than, 
say, 

1 
-SE. 

Experimental verification was with a "worst case" flow condition of 
high Re (Re = 1200), since these effects tend to be more pronounced 
with increasing Re. 

Similar observations were made regarding spacing between multiple 
ripples: as long as the ripples which occur in the fin length are suffi
ciently far apart such that the flow disturbance caused by any given 
ripple does not affect its downstream neighbor, the exact ripple lo
cations are irrelevant to the value of Z(r). Practically, one would ex
pect that ripples would be spaced equally and symmetrically; conse
quently there are two predominant cases for design synthesis: 
• the spacing between multiple ripples can be made greater^ 

thans e , andsi(min) > l/2s£, or I 
• location of the ripple(s) is chosen (fixed) for other reasons, j 

e.g. symmetry, manufacturing ease, die design, etc. / 
These define the Sk (min), k = 1,. . . , K in the constraint equations 
(9). 

Under these conditions, it is necessary to consider the optimal de
sign of a single ripple: multiple ripples will be identical, and the value 
of the objective function is a function of the number of ripples. As 
shown in Table 1 the value of Z depends only upon the number of 
ripples, all other variables being fixed and spacing requirements being 
satisfied: the nearly linear behavior of P, Nu and Z are seen in the 
three right columns. The flat plate case (JV = 0) probably should not 
be considered as an extrapolation, but is included for complete
ness. 

Results 
As indicated in selecting the objective function, this problem has 

a large number of design options, so a completely general investigation 
is virtually impossible. Nevertheless, the design synthesis approach 
has already yielded several general results as a consequence of the 
judicious and systematic studies of the foregoing sections, thereby 
reducing the actual algorithmic effort. Thus, it is necessary to treat 
the optimal design of a single ripple, multiple ripples being identical, 
and the value of the objective function increases with the number of 
ripples for such optimally designed ripples. (Also, the case of a single 
ripple probably is of greatest practical interest.) Next, optimal spacing 
has been determined as a function of Re in equations (15), and the 
objective function is minimized by minimizing fin length L. Fin length 
and spacing (hence (L/D)*) are determined by for capacity, re
quirements and the application and only relate secondarily to relative 
performance with a ripple as defined by Z. Only the feasible number 
of optimal ripples remain to be determined, as a function of Re. 
Generally, the number will be the minimum compatible with struc
tural and manufacturing requirements, and they will be symmetrically 
placed. 
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Table 1 Effect on number of ripples on values of pressure drop, heat transfer and design function 

All Ripples: 0 = 30 deg, — = .5, — = .866 

No. of Ripples, K 

0 
1 
2 
3 

Location from leading edge 

60 
30,90 

30, 60, 90 

Re = 
SB 

1225—= 14.44 
D 

P(10-4) 

3.365 
4.021 
4.594 
5.172 

L 
, - = 120 
D 

Nu 

7.928 
8.517 
9.076 
9.686 

Z(10 - 6) 

4.244 
4.721 
5.062 
5.340 

*(N ripples) 

* (channel) 

1.0000 
1.2354 
1.4409 
1.6481 

N U ( r i p p les) 

NU( channel) 

1.0000 
1.0743 
1.1448 
1.2217 

Z(N) 

Z(0) 
1.0 
1.15 
1.259 
1.349 

Experimental Hardware Date: L = 15 in., D = .122, LID = 120 

Accordingly, the remaining design variables are 1) Re, flow Reyn
olds Number and sJD accordingly, 2) 8, ripple height, and 3) /?, ripple 
angle. 

Since Re may be specified (in conjunction with an application or 
capacity) the variation of the design parameters and (s;/Z>)* are 
evaluated as functions Re. 

Optimal Design. Table 2 shows the effect of different Reynolds 
numbers on the values of the optimum ripple angle (/?*), height (8*/D) 
and si* ID (minimum) and values of the objective function. There is 
virtually no dependence of (3* and {81 D)* on Re—being essentially 
25.56 deg and 0.234 for all cases—although the value of the objective 
function is seen to be strongly Reynolds number dependent. That is, 
pressure drop (pumping power) increases more rapidly than heat 
transfer, the latter being temperature-limited. Although these results 
are independent of the specific size, the numerical values are pre
sented here in terms of an example design typical of many such 
compact heat exchangers (and which illustrates most of the important 
points): fin length of 2 in. (5.08 cm), fin spacing of .0773 (0.2 cm), 
equivalent to 12 fins/in. (approximately 5 fins/cm). 

The ripple is symmetrically located, for obvious practical reasons. 
Design is considered for Re of 100,750 and 1200, with Re = 750 being 
typical of many applications. All results are for variable properties. 

Ripple location has no effect on results as long as the ripple does 
not occur close enough to the leading edge to penetrate the entry re
gion. However, as Re increases the length of the entry region also in
creases so that a ripple which is located "out" of the entry region for 
Re = 100 could easily be "in" the entry region at a Re = 1200. In Table 
2, this is seen to be the case: Re = 750 is approximately the borderline. 
Hence for Re = 1200; the ripple actually lies within an entry length 
defined by equation (15). This may account for slightly different 
values of 8* and /?*. However, is easily shown that Z* versus Re for 
all designs are essentially in a fixed logarithmic relationship. As to 
whether the Re = 1200 design might be slightly suboptimal, further 
investigation did not so indicate. 

Some optimal design studies were made an Re = 2000, where the 
entry length is essentially the total fin length. The model solution 
showed a tendency to diverge for some of the trial points; the model 
predicts flow separation in the region following the ripple—a con
tingency which the model adaptive grid structure was not developed 
to accommodate easily. As flow separation in this range of Re tends 
to lead to lower overall heat transferred due to quiescent regions, it 
was not felt worthwhile to extend the model further nor to intercede • 
too strongly in "guiding" the solutions. 

Fig. 3 is a topographic map of the design surface.3 Upon evaluation 
of Fig. 3 and Table 1 it is seen that the flat plate case provides the 
minimum value of Z, i.e. minimum pressure drop per unit heat 
transfer coefficient. However, the optimal ripple is only slightly 
higher. This result might suggest that the use of any ripple would be 
undesirable, but manufacturing experience and structural properties 
described earlier strongly encourage some geometric alteration of the 

Table 2 Effect of Reynolds' Number on optimal 
ripple design (L = .0489) 

SB 

Re D 

100 1.18 
750 8.85 

1200 14.16 

8* 

D 

.234 

.234 

.232 

P* Z*(10-6) P*(10~4) Nu* 

25.56° .248 .1912 7.71 
25.56° 2.500 2.5566 10.23 
27.90° 4.024 4.7838 11.89 

Fig. 3 Topographic map of design region (Re = 750) 

fin.4 Thus, by proper ripple design one can take advantage of this 
geometric change or at least to prevent the change from causing any 
appreciable deterioration of the heat exchanger performance. 

A few other comments on the optimization procedure may be of 
value. First, the topographic plot shows the objective function to be 
unimodal. However, the exact value for ripple angle at the optimum 
design was found to be slightly starting-point sensitive, due to the 
narrow valley of the design region and partly due to the "waviness" 
of the solutions due to varying grids. The value for the ripple height 
at the design optimum did not change. 

By altering the convergence criterion for the Nelder and Mead al
gorithm, it was found that after about ten iterations the solution was 
established (using a relatively conventional design as a starting 
point). 

The implication of the optimized solution is interesting in that it 
tends to suggest that a small and very "sudden" flow disturbance 
yields the best performance. The most important question of all is, 
of course, unanswered (at least for the present): is the solution ob
tained here physically accurate? This is addressed in the next sec
tion. 

Experimental Corroboration. Because a fairly complex flow 
with heat transfer model has been developed from which several ob
servations on design have been made, some experimental verification 
is highly desirable. (As stated earlier this study [6] actually was in
stigated by this study.) The purpose here is to substantiate the opti
mal design approach by presenting representative comparisons of the 
experiment and model. Full results of the experimental study will 
appear elsewhere. 

3 This would normally not be done, since it rather defeats the general premise 
of this approach (see Discussion). It is presented here mainly for interest. 

4 Actually, another relative optimum seems to occur as K —• °°, the ripple 
becoming very small so as to cause minimal flow disturbance; this is impractical 
and excluded here. 
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Figs. 4 and 5 show comparisons for fins with two identical ripples 
located at X = 0.04,0.11 for two different designs and the flat plate. 
The case for 8/D = .5, (3 = 10 deg are representative of some practice. 
The cases for /J = 30 deg and 8/D = 0.25 were selected as a conse
quence of this study for experimental verification. Also shown is one 
case with the fixed properties model (Pig. 4). 

In Fig. 4, it is seen that the model very accurately predicts the 
pressure development. The consistently slightly lower predicted 
curves are attributed to the use of an empirical constant associated 
with entrance pressure drop taken from published data [10] and the 
vicissitudes of hardware construction.5 Obviously, the character of 
the curves is identical. 

The pressure curves s% downstream of the ripples parallel the flat 
plate case. Thus, the effect on the numerator of Z, i.e. P, is that K 
optimally designed ripples will be the same as a single optimal ripple, 
since the flow conditions approaching each ripple are identical if the 
ripples are adequately spaced per previous discussion. For constant 
Nu, the value of Z will increase with number of ripples and Re. 

Fig. 5 shows the model predicted temperature development and 
a few measured values. With the ripples, the temperature rise appears 
to be logarithmic between ripples, as in the flat plate case, but is no 
longer overall logarithmic. While the general values predicted are 
quite good, it is known there may be some corrections for location of 
thermocouples, shielding and convection to the thermocouples, etc. 
These and other error considerations are addressed in [6]; their con
sideration is not really germane to this study. 

The solution was substantially complicated by the inclusion of 
variable properties. However, it is seen that fixed fluid properties 
quite noticeably affects the predicted pressure development in Fig. 
4—although in an essentially linear fashion for the flat plate case. The 
fixed property assumption has a much smaller effect on Nu (under 
4 percent). The discrepancy on pressure prediction was nevertheless 
unsuitable since it could modify location of the optimal design and 
significantly vary the value of the design objective function. 

With regard to the optimal design, it is seen that the smaller ripple 
has a much higher pressure drop with slightly higher heat transfer, 
and that the 30 deg ripple with 8/D = .25 is very close to the flat plate 

Discussion 
The mechanism of heat transfer enhancement is due mainly to ef

fecting a flow profile with transverse velocity components conducting 
heat away from the surfaces and to a lesser extent slightly increased 
the surface area. The latter alone does not account for the improve
ment. This can be viewed as identifying an equilibrium "trade-off" 
point between the increased pressure drop which accompanies the 
transverse flow causing the improved heat transfer for this design 
criterion. 

It has been our main purpose to indicate that such design can take 
place in the absence of an existing well-stocked data bank. The precise 
purpose of such approaches is to overcome the limitations, expense, 
and time of developing empirical hardware-bound relations. It has 
been shown that the modeling allowed cheap, fast numerical experi
ments and indicated both a number of simple generalizations and a 
few full-scale experiments necessary to validate the results without 
a comprehensive program. Obviously one must be careful, but usually 
it is apparent when limitations are being encountered. These results 
can be extended through similarity modeling or more computer 
runs. 

The limitations lie in the model and choice of objective function 
and constraints. Usually, a change of Z is easy; using the penalty 
function approach, additional constraints are easily added. We have 
suggested a robust, direct search algorithm for reasons already noted. 
The solutions were not particularly sensitive to tuning the algorithm, 
although penalty function approaches occasionally give problems. 
Again, these are easily diagnosed. Here, for example, the topographic 
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Fig. 5 Comparison of model and experiment: temperature development 

plot shows the objective function to be unimodal. However, the exact 
value for ripple angle at the optimum design was found to be slightly 
starting-point sensitive,,due to the narrow valley of the design region 
and partly due to the waviness of the solutions due to varying grids. 
The value for the ripple height at the design optimum did not change. 
By altering the convergence criterion for the Nelder-Mead algorithm, 
it was found that after about ten iterations the solution was estab
lished (using a relatively conventional design as a starting point). 

As to the model and utilization of these results, the principal caveat 
relates to the neglect of the tubes. Strictly speaking, these results 
apply to widely-spaced tubes, say rank/file spacings greater than 1 
and regions more than V2 to 1 dia away from the tubes. The former is 
suggested by [4, p.127] and the latter from classical solutions to flow 
around a cylinder. However, for close spacings—up to the point where 
it is irrelevant what is between the tubes—we expect very close to the 
same results for the designs, but higher values of Z. Regardless, many 
practical designs satisfy the above spacing conditions, 

Conclusions 
The optimum ripples have been identified for the common compact 

heat exchanger operating below about Re = 1200. The hybrid optimal 
design synthesis technique developed greatly eases the computational 
burden, provides greater generality of results and allows great econ
omy in the experimental effort required to affirm the design model 
and synthesis technique. The results with variable fluid properties 
are found to differ significantly from constant properties. 
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Because of the discrete nature of the finite difference marching 
procedure used in solving this problem, the choice of algorithm can 
also effect the ability to achieve solutions with reasonable computa
tional effort. The experimental results reflect a fairly common design 
and very close to the optimal design; clearly the optimal ripple shows 
greater heat transfer per unit pressure drop (pumping power). 

Using this approach reduces the need to develop a comprehensive 
data bank, most of which by definition would be nonoptimal designs. 
Presumably, all approaches will lead to the same design, but this 
approach may well speed up the progress and save time and 
money. 
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Turbulent Boundary Layer Heat 
Transfer on Curwed Surfaces 
Heat transfer measurements for a turbulent boundary layer on a convex and concave, con
stant-temperature surface are presented. The heat transferred on the convex surface was 
found to be less than that for a flat surface, while the heat transferred to the boundary 
layer on the concave surface was greater. It was also found that the heat transferred on 
the convex surface could be determined by using an existing two-dimensional finite differ
ence boundary layer program modified to take into account the effect of streamline curva
ture on the turbulent shear stress and heat flux, but that the heat transferred on the con
cave surface could not be calculated. The latter result is attributed to the transition from 
a two-dimensional flow to one which contained streamwise, Taylor-Gortler type vortices. 

Introduction 

The prediction of turbine blade heat loads is critical to a successful 
gas turbine design. The prediction process, however, is hampered by 
insufficient information on a number of "special effects" which sig
nificantly influence the viscous and thermal boundary layer devel
opment along the blades. The term special effects is used in the same 
context as Bradshaw's [1] and refers to the effects on a turbulent 
boundary layer caused by three-dimensionality, streamline curvature, 
Reynolds number and free-stream turbulence and unsteadiness. For 
turbine blades these effects commonly occur simultaneously and in 
regions of large (relaminarizing) streamwise pressure gradients, which 
generally give the designer an uneasy feeling about the accuracy of 
his heat load prediction and, hence, his blade life estimate. In an effort 
to understand one of these special effects, so that eventually a designer 
may routinely take it into account, the present work on the influence 
of curvature on heat transfer in a turbulent boundary layer was un
dertaken. 

The recent upsurge in experiments on curved surfaces [2-6] has 
provided much information on the effect of streamline curvature on 
turbulent boundary layer growth, Reynolds stresses and wall shear 
stress. In general, the results show that the Reynolds stresses and wall 
shear stress are reduced on the convex surface and increased on the 
concave when compared to those for flow on a flat surface. In one case 
[2] the convex curvature was sufficiently strong to reduce the turbu
lent shear stress to zero. And in each case, the effect of streamline 
curvature on the Reynolds stresses was at least an order of magnitude 
greater than that expressed explicitly in the turbulent stress transport 
equations. The measurements also indicate that the flow on the 
concave surface may not be two dimensional, but exhibit steady (in 
the time-averaged sense) Taylor-Gortler type vortices within the 
boundary layer. Tani [7] was the first to study this phenomenon and 
since then additional information has been provided by Meroney [3] 
and So and Mellor [4]. For an extensive review of the work done pre
vious to 1973 on turbulent boundary layers with streamline curvature 
see Bradshaw [8]. 

There is no reason to expect that the turbulent heat flux in curved 
flows should behave qualitatively different than the turbulent shear 
stress. Thomann [9] inferred this from his measurements of surface 
heat flux which showed a decrease on the convex surface and an in
crease on the concave when compared to the heat flux from a flat 
plate. This trend was also shown to be unaffected by the heat flux 
direction and streamwise pressure gradients. However, his experi
ments were conducted with a free-stream Mach number of 2.5 and, 
as pointed out by Bradshaw (either [8] or [10]), curvature effects can 
be much larger at high supersonic velocities. The present work was 
performed at a low speed so that the curvature effect unaugmented 
by compressibility effects could be evaluated. 

1 Consultant, Pratt and Whitney Aircraft, East Hartford, Conn. 
Contributed by the Heat Transfer Division for Publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 
14,1978. 

If the boundary layer thickness is very much less than the radius 
of curvature, i.e., o/R « 1, as in the turbine blade application, the 
curvature terms in the equations of motion and energy can be ne
glected compared to the usual convective terms and the only way 
curvature can affect the mean motion and thermal field is through 
the turbulent shear stress and heat flux. An examination of the 
Reynolds stress_transport equations for d/R « 1 reveal that only the 
production of (v'2) and (—uv) are explicitly affected by curvature. If 
the free-stream and surface temperature difference is small compared 
to the free-stream temperature and again o/R « 1, the transport 
equation for the turbulent heat flux may be written (in the usual 
notation) as 

D(v'T')/Dt = 
dy 

1 dp' 
• - T — 
P dy 

dv'2V 

+ av' 
,d2T' 

dy2 
•+vT 

d V 

dy2 

which is identical to that without curvature. Thus, the advection, 
production, diffusion and dissipation of turbulent heat flux are not 
explicitly dependent on mean-streamline curvature and, in particular, 
the production depends only on the effect curvature has on the 
Reynolds stress v'2 and mean temperature gradient. 

This set of circumstances has made the calculation of curvature 
effects for turbulent boundary layer flow difficult and at best cor
relative in nature. The favored method at present is that proposed 
by Bradshaw [10] where a curvature correction is applied to either the 
dissipation or mixing length, and hence the local turbulent shear 
stress, in a Spalding-Patankar type calculation procedure. The cor
rection generally has the form 

£/£Q = 1 - |3 Ri = 1 - (3 2 
R. 

where £Q is the length scale without curvature, Ri is the Richardson 
number, u is the mean velocity, R is the surface radius taken positive 
for a convex surface and negative for a concave, and ft is a correlation 
constant. The Richardson number has been defined for incompress
ible flow and represents the ratio of centrifugal to inertia forces. 
Values for /3 of 7 to 10 for a convex surface and 4.5 for a concave have 
been suggested by Bradshaw [10] while Eide and Johnston [11] pro
pose a value of 6 for both surfaces. In order to calculate the mean 
temperature distribution, the Prandtl number is assumed unaffected 
by curvature. This assumption, which was shown to be good at least 
in the outer region of the boundary layer by Mayle, et al. [12], and the 
length correction above are the basic assumptions used in the 
boundary layer calculations presented herein for comparison with the 
measurements. 

D e s c r i p t i o n of E x p e r i m e n t * 
The experiment was conducted in a closed-circuit wind tunnel with 

the curved surface test section forming one of the bends in the circuit. 
Air from a centrifugal blower passed through a honeycomb section, 
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screens and a nozzle into a 51 cm by 20 cm by 74 cm long approach 
duct which directly preceded the curved surface test section. The flow 
from the test section was then diffused and entered a return duct 
which contained a heat exchanger that was used to maintain a steady 
thermal testing condition. Make-up air to compensate for air leakage 
and bleeds was drawn in upstream of the blower and mixed with the 
return flow. 

The nozzle and approach duct boundary layers were bled off before 
the flow entered the test section. The boundary layers on the upper 
and lower walls were bled through adjustable scoop-like gaps as shown 
in Fig. 1. The sidewall boundary layers were bled through a series of 
adjustable flush slots in the approach duct sidewalks. This bleeding 
was necessary to reduce the secondary flow in the curved test section 
which normally migrates along the sidewalls from the concave to 
convex surface and eventually onto the convex surface. The effect of 
this flow (converging flow on the convex surface and diverging flow 
on the concave) is in the same direction as that caused by streamline 
curvature and therefore should be reduced to a small percentage of 
the curvature effect. In the present experiment, yaw measurements 
at the most downstream position and 10 cm on each side of the test 
section centerline showed that the secondary flow was mainly confined 
to the boundary layers and that the maximum convergence on the 
convex surface and divergence on the concave was about 2 deg. This 
secondary flow produces an error in Stanton number of about 2 per
cent which, at the same streamwise position, amounts to about 7 
percent of the curvature effect. 

The test section, shown in Fig. 1, was 51 cm wide and 12 cm high 
at its entrance. The curved test surfaces formed 90 deg portions of a 
cylindrical surface 51 cm wide with a radius of 61 cm attached to a 20.3 
cm long flat leading edge section. Only one test surface at a time was 
installed in the test section. The opposite wall was made of a flexible 
steel sheet reinforced by bars across its width in order to maintain a 
rectangular cross-section passage at any streamwise position. The bars 
were spaced at 14 cm intervals and were connected to rigid tunnel 
structural members by means of adjustable turnbuckles. This wall 
was adjusted to provide a negligible streamwise pressure gradient 
along the test surface. 

The curved test walls were constructed by casting a 2.5 cm thick 
layer of rigid urethane foam, having a thermal conductivity two to 
three times that of air, in aluminum molds which had been formed 
to produce the 61 cm radius. A flat 2.5 cm-thick foam section was then 
attached to form the leading edge. Heater elements consisting of a thin 
etched foil with a Kapton substrate (0.20 mm thick) were attached 
to the foam walls. Copper plates (0.81 mm thick and rolled to a 61 cm 
radius for the curved section) were attached to the heater elements 
to provide the surface in direct contact with the airstream. These 
plates measured 5.0 cm in the streamwise direction on the curved 
portion, 2.5 cm on the flat, and were about 17 cm long. Three rows of 
plates across the width of the foam wall covered the surface. The heat 
transfer measurements were taken along the center row; the other 
rows served as guard heaters. The plates were thermally isolated from 
each other using a low thermal conductivity filler and the heaters 
below each plate electrically isolated so that the electrical power input 
to each heater-plate unit could be related directly to the local con-
vective heat transfer. Chromel-Alumel thermocouples were soldered 
into small holes drilled in the copper plates from the back to measure 
the surface temperature. During the test the power to each heater was 
adjusted to obtain a uniform value of this temperature over the entire 

ADJUSTABLE 
WALL 

TYPICAL 
ADJUSTMENT 

ASSEMBLY 

20.3 cm FLAT 

Fig. 1 Curved surface test section 

surface. The entire test surface was painted with several thin coats 
of varnish to produce a hydraulically smooth surface and then sprayed 
with a carbon black paint to provide a surface with an emissivity of 
nearly unity. A 1,5 mm thick Micarta sheet was attached to the 
backside of the foam wall for strength and an additional 10 cm of fi
berglass building insulation was fitted against the Micarta sheet. 

The convective heat flux from the test surface was obtained from 
the measured power dissipated in the heaters after correcting for heat 
losses. The corrections included those for surface radiation which took 
into account the curved wall view factor and for back losses attributed 
to conduction through the foam, heater leads and thermocouple leads. 
These corrections amounted to about 10 and 3 percent of the mea
sured power, respectively. 

The velocity measurements were obtained with a DISA 55D01 
constant-temperature anemometer using a 0.05 mm dia hot-film 
boundary layer probe. Temperature measurements were taken almost 
simultaneously at a given point by switching the unit from a con
stant-temperature operating mode to a resistance-thermometer mode. 
With this arrangement the velocities and temperatures could be de
termined to within 0.5 m/s and 0.5°C, respectively. 

At the test section entrance, the free-stream velocity and temper
ature were found to be uniform and were nominally maintained at 21 
m/s and 18°C, respectively. On the flat portion of the test surface, 7.5 
cm downstream from the leading edge, a 0.64 mm dia trip wire was 
attached to provide a turbulent boundary layer over the curved sur
face. For an unheated surface (see [12])2 the momentum thickness 
Reynolds number and shape factor at x/R = 0.29, which was slightly 
before the curved portion, were found to be 835 and 1.48, respectively, 
and a comparison with Coles' correlations [13] revealed it to be in 
equilibrium. 

Results and Discussion 
In contrast to the well-behaved, two-dimensional flow on the convex 

surface, the flow on the concave surface was found to be quite com
plex. Spanwise traverses of a 1.6 mm dia pitot tube near the surface 

2 The trip wire diameter was 0.64 mm for that experiment also, and not the 
value reported. 

-Nomenclature-
Cp = specific heat at constant pressure 
d = pitot tube diameter 
G( = turbulent Gortler number 
£ = turbulent length scale 
M = Mach number 
ps = static pressure 
Pt = total pressure 
Pr = Prandtl number 
q = surface convective heat flux 
R = radius of curvature of surface 

Rex = Reynolds number based on distance 
from leading edge 

Ri = incompressible Richardson number 
St = Stanton number 
T = absolute temperature 
u, v = velocity components in x and y direc

tion, respectively 
x,y,z = spatial coordinate system with x and 

y coordinates parallel and normal to the 
surface, respectively 

7 = ratio of specific heats 
<5 = boundary layer thickness 
8** = momentum thickness 
X = wavelength 
v = molecular kinematic viscosity 
p = density 

Subscripts 
00 = free-stream state 
w = evaluated at wall 

522 / VOL. 101, AUGUST 1979 Transactions of the ASME 

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



revealed lateral variations in the total pressure within the boundary 
layer which can be attributed to Taylor-Gortler type vortices. The 
results of the measurements for the tube touching the surface are 
shown in Fig. 2 where the ordinate, a dimensionless dynamic pressure, 
is proportional to the wall shear stress [14]. The momentum thickness 
at the start of curvature, 81', (measured without surface heating) and 
the radius, R, has been used to scale the lateral and streamwise dis
tance, respectively, where dl*/R = 1.05(10)-3. With the streamwise 
distance, x, measured from the leading edge of the test surface, cur
vature started at x/R = 0.33. Two items are immediately apparent 
from Fig. 2. The first is that the three-dimensional disturbances, 
which are initially barely detectable, grow in the streamwise direction 
and second they become more regular downstream. These two ob
servations indicate that a regular system of vortices was evolving 
within the boundary layer. The same measurements taken without 
heating revealed an identical situation which in turn indicates that 
the inertia forces dominated the buoyancy forces in the process. As 
will be seen shortly, the growth of the vortices is particularly impor
tant since it affects the heat transfer dramatically. 
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Fig. 2 Lateral dynamic pressure variation near concave surface 
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The likelihood of vortices being formed within a turbulent 
boundary layer on a concave surface can be determined from Tani's 
work. If the wavelength, X, of the disturbance at x/R = 1.55 and the 
initial momentum thickness are used, a turbulent Gortler number, 
Gt = 43 (8*0*/R)1/2, and a dimensionless wave number, 2ir 5*0'/\, of 1.39 
and 0.11 are found, respectively. This result, when plotted on Tani's 
graph for stability of a turbulent boundary layer on a concave surface 
lies well within the unstable region. Hence, a disturbance should 
amplify and a system of streamwise vortices should form as found. 

Boundary layer velocity and temperature measurements were made 
at x/R = 0.375 which was slightly downstream of the point where 
curvature began. At this location the flow on the concave surface was 
still two-dimensional. The resulting profiles for both the convex and 
concave surfaces are shown in Figs. 3 and 4, and exhibit only slight 
differences. The momentum and enthalpy Reynolds numbers are 907 
and 797, respectively, for the convex surface and 981 and 979 for the 
concave. The shape factors for both surfaces are identical and equal 
to 1.52. The enthalpy Reynolds numbers obtained by integrating the 
measured surface heat flux up to the profile measurement location 
are 917 for the convex surface and 937 for the concave. The dis
crepancies between these values and the profile values are attributed 
to the inaccuracies in the profile temperature measurements. For 
comparison, the momentum and enthalpy Reynolds numbers for a 
turbulent boundary layer on a flat surface developing over the same 
length are about 913 and 1022, respectively. 

The curved surface heat transfer results are presented in Fig. 5. The 
Stanton number, St, defined as 

St = 
~cp(Tw-T„) pu^p\ 

with q the surface convective heat flux, is plotted against the Reynolds 
number based on the inlet mainstream conditions and distance from 
the leading edge. Although there is a fair amount of scatter in the data, 
particularly for the concave surface, the effect of surface curvature 
is unmistakable. Again, as found by Thomann, the heat transfer is 
much greater on the concave surface than on the convex; in this case, 
by almost a factor of two at the most downstream position. The cor
relation of Reynolds, et al. [15] for heat transfer in a turbulent 
boundary layer on.a flat plate, i.e. 
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is also shown in Fig. 5. A comparison of the data with this indicates 
an increasing departure as the viscous and thermal boundary layers 
develop along the curved surfaces. At the most downstream position, 
which is about 120 boundary layer thicknesses from the start of cur
vature, the heat transfer on the convex surface is about 20 percent less 
than the correlation while on the concave surface it is about 33 percent 
greater. The deviation of the concave surface data is particularly in
teresting since it occurs mostly on the downstream half of the surface 
and is still changing rapidly (compared to the data on the convex 
surface) at the most downstream position. This does not appear to 
be caused by curvature modifying the turbulent heat flux in a two-
dimensional sense, as on the convex surface, and is most likely a result 
of the observed streamwise growth of vortices. 

A comparison of the present results to Thomann's at the same 
number of boundary layer thicknesses downstream from the start of 
curvature reveals that curvature had much less of an effect in the 
present experiment even though the Richardson number, as defined 
earlier and averaged through the boundary layer, was virtually 
identical for both. Apparently, this is a consequence of the different 
Reynolds numbers and Mach numbers. The present experiment was 
carried out at Reynolds numbers based on the momentum thickness 
(1000 to 2000) about four times smaller than Thomann's and at a 
Mach number of about 0.06 compared to Thomann's value of 2.5. At 
the lower momentum thickness Reynolds numbers, viscous effects 
are more important and reduce curvature's influence. Therefore, 
curvature will have a smaller effect in the present situation. The effect 
of compressibility as shown in [10] is to increase the ratio of centrifugal 
to inertia forces by a factor of [1 + (7 - l)M2/2]. Accordingly, the 
appropriate Richardson number for Thomann's experiment is not 
as defined earlier but [1 + (7 - l)M2/2] larger or slightly more than 
twice that for the present experiment. As a result, curvature will have 
a greater effect in the supersonic flow examined by Thomann. 

Comparison with a Calculation Method 
The calculation of two-dimensional turbulent boundary layer flow 

for a variety of mainstream and surface conditions has been made 
practical in recent years through the use of the digital computer. As 
a result, a number of boundary layer programs, both integral and finite 
difference types, have been developed. One of these programs called 
STAN 5, a finite difference type developed at Stanford University 
[16] using basically the Patankar-Spalding scheme [17], was modified 
to include streamline curvature. The modification was essentially that 
proposed by Bradshaw and is identical in form to that used by Eide 
and Johnston. That is, the mixing length without curvature was al
tered according to 

"'-'-42/(1 
for (du/dy) > 0.3 (ujb) and 

e/e0 = i-p, 
HI I \ 0 

for (du/dy) < 0.3 u^/S. The restriction on (du/dy) is an artifice to 
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Fig. 6 Comparison of measured Stanton numbers with boundary layer cal
culations 

prevent the mixing length from becoming infinitely large in the outer 
region of the boundary layer where (du/dy) becomes zero. The value 
of j8 used in the calculations was 6 for both the convex and concave 
surfaces. Also, the turbulent Prandtl number was assumed to be un
affected by curvature but the option was used in STAN 5 which al
lowed for its variation through the boundary layer. The wake value 
of the turbulent Prandtl number was taken as 0.86. Finally, in each 
case the velocity and temperature profiles shown in Figs. 3 and 4 were 
used to start the calculation. 

The results of the calculations and the data are presented in Fig. 
6 where again the distance from the leading edge of the test surface 
has been used in the Rynolds number. On the convex surface the 
calculation agrees reasonably well with the measurements which in
dicates that the heat load on a convex surface may be determined 
satisfactorily by using an appropriately modified two-dimensional 
boundary layer program. But on the concave surface the agreement 
is poor. In light of the transition from a two-dimensional to a three-
dimensional flow which took place on the concave surface, this result 
is not unexpected and indicates rather clearly the area in which fur
ther work must be done before accurate heat transfer calculations for 
a turbulent boundary layer on a concave surface become feasible. 

C o n c l u d i n g R e m a r k s 
As found by Thomann, the heat transferred to a turbulent 

boundary layer on a convex surface is less than that on a flat surface, 
while the heat transferred to a turbulent boundary layer on a concave 
surface is greater. However, the difference is much less for the present 
experiment than that reported by Thomann. This is attributed in part 
to the effects of compressibility in curved flows and indicates that 
curvatures effects become more important at higher Mach num
bers. 

The good agreement between the heat transfer results on the convex 
surface and the boundary layer calculation appears to indicate that 
only a modification to the turbulent shear stress (and turbulent heat 
flux via the turbulent Prandtl number) is required to successfully 
calculate the heat load on a convex surface. However, for flow on a 
concave surface, a two-dimensional calculation can only be expected 
to provide a reasonable average value of the heat load over the whole 
surface. The term "reasonable," of course, depends on whether or not 
the presently accepted value of /3 is appropriate for all flow situations 
over a concave surface. At that, the streamwise distribution of heat 
flux cannot be satisfactorily calculated and, eventually, the three-
dimensional nature of the flow will have to be investigated and 
modeled. 
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HEAT TRANSFER MEMORIAL AWARD ANNOUNCEMENT 
Nominations are now being accepted for the 1980 Heat Transfer Memorial Award. The award is given annually to persons who have made 

outstanding contributions to either the science or art of heat transfer or to the field of heat transfer in general. Recipients are not restricted 
by nationality, age, or society memberhsip. 

Any person may nominate for this award. The nomination shall be made in the form of a letter formally nominating the candidate and 
stating why this person should be considered for this distinct honor. The nomination shall be accompanied by a professional resume of 
the candidate which includes a list of publications, patents, professional activities, and other significant contributions. The nomination 
should also contain endorsing letters from four of the candidate's peers who are qualified to comment on the candidate's contributions 
to heat transfer. The letters should contain a list and evaluation of those key papers or body of work on which the award is to be 
based. 

Nominations for the award shall be addressed to the chairman of the Heat Transfer Division Honors and Awards Committee, c/o Senior 
Editor, Journal of Heat Transfer. The nomination deadline is November 1, 1979; however, early nominations are urged. All candidates 
will be considered by the Heat Transfer Division Honors and Awards Committee. 
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Heat Transfer Characteristics for 
Inline and Staggered Arrays of 
Circular Jets with Crossflow of 
Spent Air 
Heat transfer characteristics were measured for two-dimensional arrays of jets impinging 
on a surface parallel to the jet orifice plate. The impinging flow was constrained to exit 
in a single direction along the channel formed by the jet plate and the heat transfer sur
face. Both mean Nusselt numbers and streamwise Nusselt number profiles are presented 
as a function of Reynolds number and geometric parameters. The results show that signif
icant periodic variations occur in the streamwise Nusselt number profiles, persisting 
downstream for at least ten rows of jet holes. Both channel height and hole spacing can 
have a significant effect on the streamwise profiles, smoothed across the periodic varia
tions. Where significant differences exist, inline hole patterns provide better heat trans
fer than staggered ones, particularly downstream. These and other effects of the geomet
ric parameters are presented and discussed. 

Introduction 

Impingement with high velocity gas jets has become an established 
method of convectively cooling or heating surfaces in a wide variety 
of process and thermal control applications. In gas turbine airfoils a 
significant application is the cooling of the midchord region with a 
two-dimensional array of jets with a trailing edge discharge. In this 
configuration all of the jet air is constrained to flow toward the rear 
of the airfoil so that the exhaust from the upstream jets imposes a 
crossflow on the downstream jets. 

At the present time, knowledge of the effect of array configuration 
on heat transfer characteristics is inadequate for achievement of 
optimal designs, even for uniformly spaced arrays. [1-5] are typical 
of those currently in use for predicting heat transfer with multiple jet 
impingement. Gauntner, et al, [6] recently reported results of mea
surements made on an impingement cooled gas turbine vane which 
demonstrate the inadequacy of existing correlations. In particular, 
the question of the effect of crossflow on the downstream heat transfer 
performance is not adequately resolved. 

A NASA sponsored investigation was initiated with the primary 
objective of determining heat transfer behavior for a variety of uni
formly spaced impingement array configurations which model those 
of interest in current and future gas turbine airfoil cooling. This paper 
provides a description of the basic experimental facility, presents 
representative results drawn from the data obtained thus far, and 
discusses the significant trends observed. Chordwise profiles of 
spanwise averaged, as well as overall averaged, Nusselt numbers are 
presented as a function of Reynolds number and the geometric pa
rameters. Results are given for chordwise jet hole spacings of 5 and 
10 hole diameters, spanwise spacings of 4 to 8 diameters, channel 
heights from 1 to 3 diameters with some data at 6, both inline and 
staggered hole patterns, and mean jet Reynolds numbers from 5 to 
20 X 103. Additional details and results will be available in [7]. 

Experimental Facility 
The test facility consists basically of a compressed air supply, an 

air flow metering section, and interchangeable plenum/jet plate 
assemblies which produce arrays of jets impinging on an instrumented 
heat transfer test surface. Chordwise and spanwise cross-sectional 
views of the assembly of the major components are shown in Fig. 1 for 
one plenum size. A single test plate unit consisting of a segmented 
copper test plate with individual segment heaters, the necessary 
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thermal insulation, and the test plate support structure, is utilized 
for all tests. The segmented design provides for control of the 
chordwise thermal boundary condition at the heat transfer test sur
face, as well as for determination of spatially resolved heat transfer 
coefficients in the chordwise direction. The jet plate under test, po
sitioned by the jet plate holder, is bolted to the lower flange of the 
plenum, which in turn, is bolted to the test plate unit. The jet plate 
lower surface is positioned relative to the heat transfer surface via 
interchangeable spacers to permit covering the desired range of 
z/d. 

Laboratory compressed air is piped to the plenum and passed 
through the plenum packing to provide a uniform flow upstream of 
the jet plate. After passing through the jet plate the air exhausts to 
atmospheric pressure by flowing along the channel formed by the jet 
plate, the test surface, and the spacer. 

There are four interchangeable plenums, each of a different 
chordwise length. Thus, the channel length varies depending on the 
size of the particular plenum/jet plate assembly being utilized. The 
thermally active length of the test plate consists, for a given test, of 

PLENUM (INTERCHANGEABLE) 

^JET PLATE HOLDER 
' / (INTERCHANGEABLE) TEST PLATE-

UNIT / 

V) J//'/J/'/>//'/'///'/ }//'/>//'/'///'/))/'/)//'/>//'/7\ 
TEST PLATE SUPPORT STRUCTURE 

SPACER (INTERCHANGEABLE) £ 
CHORDWISE VIEW 

ai)//v»/////»»///vr^ 

SPANWISE VIEW 

Fig. 1 Test unit assembly 
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those test plate segments which are immediately opposite the jet plate. 
The maximum active chordwise length is 38.1 cm (15 in.) (30 segments 
by 1.27 cm (0.5 in.) per segment), with an additional segment at the 
downstream end to serve as a guard element. For tests in which only 
a fraction of the test plate was thermally active the segment imme
diately downstream of the active portion served as a guard ele
ment. 

The spanwise width of the test plate and the channel were fixed at 
12.2 cm (4.8 in.) and 18.3 cm (7.2 in.), respectively. The excess width 
of the channel permitted the jet hole pattern to extend beyond the 
edges of the heat transfer surface, thus minimizing flow pattern edge 
effects on the heat transfer characteristics (see Fig. 1, spanwise 
view). 

The significant dimensions and geometric characteristics unique 
to the interchangeable plenums and matching jet plates for which data 
is reported here are summarized in Table 1. The smallest jet hole di
ameter is near prototype size for the gas turbine application, while 
the larger sizes provide for improved chordwise resolution of heat 
transfer coefficients. Note that the number of holes across the channel 
span always exceeds the number across the test surface by three or 
more. The number of spanwise rows of holes was fixed at 10 for all jet 
plates. Each jet plate with a staggered hole pattern was identical to 
its inline counterpart, except that alternating spanwise rows were 
offset by one-half of the spanwise spacing. In what follows a given size 
and hole spacing configuration will, where convenient, be referred to 
in abbreviated form such as A (10, 6), indicating size A with xn/d = 
10,y„/d = 6. 

The jet plate thickness, b, at each hole location is equal to the jet 
hole diameter. This was achieved by appropriately counterboring 
plates of larger overall thickness (Fig. 1). This design feature was 
dictated primarily by the need to insure accurate channel heights 
during test runs, a particularly critical requirement for the narrowest 
channel heights. The counterbore was three jet hole diameters, except 
for the narrowest hole spacings where two jet hole diameters was used. 
In one test with z/d = 1, a 2d counterbore plate was used with the 
counterbored holes subsequently bored out to 3d, and the test re
peated. The results were identical to within experimental uncer
tainty. 

Qualification tests for each jet plate prior to mounting on the test 
plate unit included both pressure and flow uniformity measurements 
across the hole pattern with the plate mounted on the matching 
plenum. 

The relationship between the chordwise hole spacing and the test 
plate segments for each plenum size is represented in Fig. 2. This 
relation determines the maximum possible chordwise resolution as 
listed in Table 1. 

The copper test plate segments were 0.635 cm (lU in.) thick and 1.19 
cm (15/32 in.) wide with 0.079 cm (%2 in.) balsa wood insulation bonded 
between adjacent segments to minimize heat leak. The individual 
heaters were foil-type bonded to the underside of each segment, each 
with power input controlled by a separate variac. The edges and un
dersides of the segment/heater assemblies were bonded to basswood, 
selected for the combination of structural and insulating qualities it 
provided. Those insulation surfaces which would have formed part 
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Fig. 2 Chordwise relation of jet hole rows to test plate segments 

of the channel and been exposed to the air flow were surfaced with 
0.079 cm (V32 in.) Lexan plastic to provide a smooth aerodynamic 
surface and prevent possible erosion of the wood insulation materials. 
The primary temperature instrumentation in the test plate consisted 
of copper-constantan thermocouples mounted in the center of each 
copper segment, with a redundant thermocouple in each segment 
offset 1.52 cm (0.6 in.) in the spanwise direction. Several segments at 
intervals along the plate had additional thermocouples mounted out 
to the edge to verify that the spanwise temperature distributions 
during testing were essentially uniform. 

Experimental Procedures and Data Reduction 
A typical test run was defined by setting up a selected geometric 

configuration and setting a constant air flow rate to the plenum. When 

A = heat transfer surface area of individual 
test plate segment 

An* = ratio of jet hole area to opposing heat 
transfer surface area (open area ratio) 

b = thickness of jet plate 
d = jet hole diameter 
G = mean mass flux based on jet hole area 
G * = mean mass flux based on heat transfer 

surface area 
h_ = convective heat transfer coefficient 
h = convective heat transfer coefficient av

eraged over entire heat transfer surface 
k = thermal conductivity of air 
£ = chordwise length of heat transfer sur

face 
Nc = number of spanwise rows in chordwise 

direction 
Ns = number of jet holes across span of heat 

transfer surface 
Ns' = number of jet holes across span of 

channel 

Nu = Nusselt number resolved in chordwise 
direction, averaged across span, hd/k 

Nu = Nusselt number averaged over entire 
heat transfer surface, hd/k 

Q = heat rate from individual test plate seg
ment 

Re = mean jet Reynolds number, Gdly, 
Re* = mean superficial Reynolds number, 

G*d/fi 
Tp = plenum air temperature 
T r = fluid reference temperature 
Ts = heat transfer surface temperature 
x = chordwise location along heat transfer 

surface measured from upstream end of 
channel 

x„ = chordwise jet hole spacing 
yn = spanwise jet hole spacing 
2 = channel height or jet plate-to-impinge

ment surface spacing 
ix = dynamic viscosity 
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steady state was achieved with zero power input to the test plate 
segment heaters, the segment temperatures were recorded. These 
temperatures closely approximated the adiabatic wall temperature 
profile along the test surface. The adiabatic wall condition was not 
precisely achieved primarily because of small but unavoidable heat 
leaks. Next, power inputs to segment heaters were individually ad
justed to maximum values, under the constraint that the test surface 
was essentially isothermal. Maximum power input was limited, de
pending on flow conditions, either by temperature limitations of 
materials in the test plate unit or by current limitations in the 
switching circuit used for recording the individual power inputs to 
the heaters. Finally, the power input was adjusted to nominally half 
of the maximum value, but again with individual heaters adjusted so 
as to maintain an isothermal surface. Under each power input level, 
individual segment power inputs and temperatures were recorded. 
This completed a heat transfer test run. 

For each geometric setup, heat transfer data was typically obtained 
by the above technique for three different flow rates corresponding 
to nominal mean jet Reynolds numbers of 5, 10, and 20 X 103. The 
maximum Reynolds numbers were limited only by the laboratory air 
capacity available at the time these tests were run. 

At the maximum power inputs the segment temperature rise above 
the zero power case ranged from about 15 to 35 K, depending on flow 
conditions. Surface temperature variations during isothermal tests 
were normally within 0.25 K, while during zero power tests surface 
temperatures varied up to 4 K, the maximum variations occurring for 
z/d = 1 at the maximum flow rates (Re = 20 X 103). 

Segment heat transfer coefficients were determined based on the 
defining equation 

h = (QIA)/(TS - Tr) 

Q is the segment heat rate determined from the measured power input 
to the segment heater suitably corrected for heat leaks (typically less 
than 5 percent); A is the segment surface area; Ts is the segment 
surface temperature as determined from the thermocouple imbedded 
at the center of the copper segment suitably corrected for temperature 
drop from thermocouple to surface (always less than 0.2 K); and Tr 

is a reference temperature. At the outset it is assumed only that a 
suitable reference temperature exists, but it is not explicitly defined. 
With three sets of test plate segment data (Q/A, Ts) available for a 
given flow condition (corresponding to the zero, maximum and one-
half maximum power input levels) one can use any combination of 
two sets to give two equations of the above form in the two unknowns 
h and TV. Since there are three such combinations of the three data 
sets, one can compute three values of h for a given flow condition. If 
the assumption that a suitable reference temperature exists for de
fining the heat transfer coefficient is correct then these three values 
should be consistent to within experimental uncertainty. The results 
indeed show that this is the case. Once this was demonstrated, a 
minimum of just two data sets at two different power levels for a given 
flow condition would be necessary. However, the experimental pro
cedure described above was retained for all test runs to serve as a 
constant check on the self-consistency and repeatability of the re
duced data. For a 95 percent confidence level the results are typically 
self-consistent to within about ±3 percent, the larger inconsistencies 
normally occurring for the low Reynolds number cases. Overall ex
perimental uncertainties on heat transfer coefficients are estimated 
to be about ±4 percent. 

The closest possible experimental condition to an adiabatic wall 
measurement in the present study was for the zero power input 
measurements. Comparison of Tr values computed by combining data 
sets for maximum and one-half maximum power levels with segment 
surface temperatures measured for the corresponding zero power 
input case show that these values agree to within 1 percent of the (Ts 

— T r) differences which occurred during the measurements with 
power inputs. This verifies that Tr may be correctly identified as the 
adiabatic wall temperature. The segment heat rates which occurred 
during zero power measurements due to heat leaks were also less than 
1 percent of the heat rates which existed during power input. 
. The largest differences between Tr and Tp in these tests were about 

6 K occurring downstream for the largest Reynolds numbers at the 
smallest channel heights (z/d = 1). These differences are significant 
relative to the corresponding (Ts - TV) differences. Thus, for such 
tests the assumption that Tr = Tp would lead to invalid results for 
heat transfer coefficients. Space limitations do not permit a presen
tation here of the reference (adiabatic wall) temperatures in a gen
erally useful form. These results will be reported at a later date in 
conjunction with flow distribution data which is currently being an
alyzed. In applications where one may, to a reasonable approximation, 
take (Ts - TP)/(TS - T r) = 1 knowledge of the heat transfer coeffi
cients and plenum temperature is adequate for determination of heat 
fluxes. Such is the case, for example, in the turbine cooling application, 
which motivated the present study. 

R e s u l t s and D i s c u s s i o n 
Presentation Variables and Parameters. Heat transfer char

acteristics are presented here in terms of Nusselt numbers based on 
jet hole diameter. It is emphasized that all Nusselt numbers presented 
are spanwise averaged values; i.e., the experiments were not designed 
to provide any degree of spatial resolution across the span of the heat 
transfer surface. Though a major objective of the experiments was to 
determine chordwise variations of heat transfer coefficients, it must 
be kept in mind that the chordwise resolution is limited by the width 
of the individual segments of the test plate (1.27 cm). The maximum 
possible resolution ranges from 2xn for the A-size to xn/3 for the 
TJ-size as was indicated in Table 1. Data from any size configuration 
can, of course, be averaged over as many segments as desired. 

It is useful to organize the Nusselt number data in three categories: 
(1) mean values, Nu, averaged over the entire active heat transfer 
surface, (2) low-resolution values averaged over xn or 2xn, (3) 
higher-resolution values averaged over xn/3 or xn/2. As will be seen, 
the higher resolution results show significant periodic variations of 
heat transfer coefficients superimposed on the overall chordwise 
trend, while the low-resolution results show more clearly the overall 
chordwise trend smoothed across the periodic variations. Both the 
low and higher-resolution Nusselt numbers are denoted by Nu. These 
values are plotted against x/xn. The spacing of the data points along 
the abscissa directly reflects the chordwise resolution involved. 
Nusselt numbers are presented as a function of four geometric pa
rameters; channel height (z/d), chordwise and spanwise hole spacings 
(xnld and ynld), and hole pattern (inline or staggered). 

A mean Reynolds number based on jet hole diameter is utilized as 
the flow parameter. Two definitions of Reynolds number are em
ployed. One is the mean jet Reynolds number, Re, based on the mass 
velocity at the jet holes, while the second, Re*, is based on the mass 
flow rate per unit heat transfer surface area. They are related simply 
through the ratio of the open or flow area of the jet plate to the op
posing heat transfer surface area; i.e., 

Re* = Re" • A0* 

where for the present jet plate design configurations, 

4 (xjd)(yn/d) 

It is well to keep in mind that Nusselt numbers compared for the same 
Re reflect the relative magnitude of heat transfer coefficients for the 
same pressure drop across the jet plate, while those Nusselt numbers 
compared for the same Re* reflect the relative magnitude of heat 
transfer coefficients compared for the same mass flow per unit heat 
transfer surface area. 

Mean Nusselt Numbers. Values of Nu as a function of Re are 
shown in Fig. 3 for the inline pattern with x„/d = 10. The three plots 
on the left hand side of the figure are for yjd = 6, each for a different 
z/d as indicated. The plots on the right are for yn/d = 8, for the same 
set of z/d's as those on the left. The plots are arranged so as to directly 
compare results for geometrically similar configurations of several 
different sizes. While most of these results for geometrically similar 
cases are essentially coincident, differences exist which exceed ex
perimental uncertainties. For example, the results for B (10, 8) and 
C (10, 8) are essentially coincident, but differ from the results for the 
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corresponding smallest size, A (10, 8), by at most, about 20 percent. 
The most plausible explanation for these differences will be discussed 
shortly, after the low-resolution chordwise Nusselt number profiles 
are presented. 

It is also apparent from Fig. 3 that there is little effect of channel 
height on these mean Nusselt numbers. Results for several cases at 
z/d - 6 were also obtained, but are not shown to conserve space. These 
values were only a few percent lower than the corresponding results 
for z/d = 3. The magnitudes of these mean values, to the extent that 
they can be compared given differences in values and combinations 
of geometric parameters, are consistent with several recently pub
lished results for configurations of similar types [8, 9]. 

Low-Resolution Chordwise Profiles. Chordwise profiles of Nu, 
resolved to 2xn, are plotted in Fig. 4 for the same cases shown in Fig. 
3, with Re as a parameter in each plot. The corresponding values of 
Nu are shown at the right hand side of each graph. The plots are again 
arranged so as to directly compare results for geometrically similar 
configurations of different sizes. In these plots, the spanwise jet hole 
row locations relative to the heat transfer surface are indicated by the 
vertical arrows. As in the case of the mean Nusselt numbers, the 
chordwise profiles are fairly coincident for the various sizes of a given 
geometric configuration, yet differences do exist which exceed ex
perimental uncertainties. An additional point that comes to light is 
that even though the mean results may be coincident, the chordwise 
profiles may show some differences. This is readily apparent from the 
comparisons for A (10, 6) and C (10, 6) at z/d = 1. Here the chordwise 
profiles for these two sizes differ somewhat, but cross each other in 
such a way that the mean values are essentially coincident. The same 
trend is detectable for z/d = 2, but is less significant. For the (10, 8) 
configuration it appears that the profiles for the B and C size data are 
in somewhat better agreement with each other than they are with the 
A size profiles. 

The possibility exists that an effect similar to that reported by 
Gardon and Akfirat [10] may be, in some measure, a contributing 
factor. They reported the detection of a slot width dependence for slot 
jet stagnation point heat transfer at slot width-to-spacing ratios less 
than eight, which was attributed to turbulence effects. However, it 
appears at this time that in the present case the observed differences 
are primarily the result of differences in flow characteristics related 
to compressibility effects. Plenum pressure measurements in con
junction with static pressure traverses along the channel indicate that 
for the A-size configurations jet Mach numbers equal unity for the 
larger Reynolds numbers, at least for the downstream rows. In addi
tion, cross flow velocities for a given jet Reynolds number are largest 
for the A-size_configuration; and for zld = 1 they too are choked for 
the largest Re. 

These compressibility effects are significant in the A -size config
uration because of the low laboratory pressure levels and the resulting 
relatively large pressure drop required to achieve the large jet Reyn
olds numbers with the small jet diameters. The pressure levels in the 
anticipated turbine application are much higher, with correspondingly 
lower Mach numbers. Therefore, it is expected that the present data 
for sizes larger than A-size best models the prototype heat transfer 
characteristics for the gas turbine engine application, at least over the 
present range of jet Reynolds numbers. 

Four graphs showing chordwise Nusselt number profiles resolved 
to one chordwise hole spacing are presented in Fig. 5, drawn from the 
inline pattern B-size data. Corresponding mean values are again in
dicated at the right hand margins. Each graph is for a different set 
(xn/d, yn/d), but all are plotted for the same value of jet Reynolds 
number, Re = 104. Here the effect of z/d can be visualized directly in 
each graph. The differences in the profiles are in every case greater 
between z/d = 1 and 2, than between z/d = 2 and 3, the effect being 
most pronounced for the closest spanwise spacing, yjd = 4, shown 
in the two graphs at the top of the figure. The lower left hand graph 
includes results for z/d = 6 which differ only slightly from the results 
for z/d = 2 and 3, primarily at the upstream locations. These graphs 
show clearly that although the chordwise profiles of heat transfer 
coefficients can vary significantly with z/d, especially with close 
spanwise spacings, the mean values remain relatively insensitive to 
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z/d over the range covered. In particular, what occurs over the range 
1 < z/d < 3 for every set (xn/d, yn/d) shown is that the upstream 
cooling rate is higher for the larger z/d, but the difference decreases 
until at some point downstream all z/d result in the same cooling rate, 
while further downstream the smaller values of z/d give the higher 
cooling rates. These effects are undoubtedly related, at least in part, 
to the fact that for this range of z/d, jet impingement cooling with 
minimal crossflow, which is tffe upstream condition, increases with 
z/d, while cooling rates due to channel-type flows, which here arise 
downstream as a crossflow, typically vary inversely with channel 
height. 
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Additional chordwise Nusselt number profiles drawn from the 
fl-size tests are presented in the series of graphs of Fig. 6. The open 
points represent data for the specified inline hole patterns, while the 
solid points represent data for the corresponding staggered hole 
patterns. For the moment attention is focused on the inline hole 
pattern data only (open points). Discussion of the effect of inline 
versus staggered hole patterns will be taken up in the next section. 
The individual graphs directly compare profiles for yn/d = 4 with 
those for yn/d = 8, all for the same Re*, at specified values of xjd and 
z/d. Such a comparison directly reflects the effect of spanwise hole 
spacing, yn, for a fixed G*, and otherwise fixed geometry (i.e., d, xn, 
z, and £). It is apparent that, compared in this way the mean heat 
transfer coefficients for ynld = 8 are significantly larger than those 
for yjd = 4 irrespective of the values of the other geometric param
eters, xnld and z/d. However, the chordwise profiles show that for z/d 
= 1 and 2 the differences are largest upstream and, for z/d = 1, in 
particular, almost disappear downstream. For z/d = 3 the differences 
are fairly uniform along the channel. This behavior lends support to 
the view that for the smaller channel heights there is a significant 
contribution to the downstream heat transfer due to the crossflow. 

The effect of varying the chordwise hole spacing for a fixed cooled 
surface length cannot be determined directly from the present data 
base since the ratio £/xn was fixed at ten for all tests. In Fig. 6, in
creasing x„/d from 5 to 10 does show the effect of spreading ten 
spanwise rows of holes over twice the cooled surface length while 
maintaining a fixed G* and otherwise fixed geometry (i.e., d, yn, and 
z). Such an increase in x„ increases the mean heat transfer coefficients 
regardless of the values of the other geometric parameters. 

It will subsequently be possible to determine the effect of varying 
Nc (i-e., xn independently of £) utilizing the present data base. One 
could, of course, calculate Nu over any number of upstream rows less 
than ten. To properly interpret and compare such results the mean 
jet Reynolds number over the corresponding number of rows must 
be determined. Such a procedure requires accurate knowledge of the 
chordwise jet flow distribution, and should be checked experimentally 
by selected tests utilizing jet plates with varying numbers of spanwise 
rows. The necessary data is currently being generated in order to ex
tend the present results, as well as attempt to correlate the Nusselt 
number profiles with the chordwise flow distributions. 

Inline Versus Staggered Jet Hole Patterns. Attention is now 
turned to the comparison between heat transfer coefficients for the 
corresponding inline and staggered hole patterns. A major result 
obtained from these comparative tests is that the mean heat transfer 
coefficients for the inline patterns were in every case equal to (within 
experimental uncertainty) or larger than those for the corresponding 
staggered patterns. This is illustrated in Fig. 6 for the B-size data, 
where it is apparent that the largest differences occurred for the 
highest hole density B (5, 4) at the largest channel heights, z/d = 2 
and 3. For these cases the inline mean heat transfer coefficients ex
ceeded the staggered values by-18 percent. Little or no effect is ap
parent for the largest spanwise spacing, yn/d = 8, regardless of the 
values of the other parameters. For B (10, 4) the inline mean values 
exceed the staggered values by about 10 percent. The chordwise 
profiles clearly show that the hole pattern effect increases in signifi
cance in the downstream direction. For B (5, 4), z/d = 3, the down
stream (x/x„ = 9.5) value of Nu for the inline pattern exceeds the 
staggered value by about 60 percent, indicating that the local effects 
can be quite significant. It seems reasonable that these hole pattern 
effects would tend to be most significant at the downstream locations, 
and for the highest hole density at the largest channel height since 
all of these conditions presumably enhance the possible degree of 
interaction of adjacent jets. With the complex jet and crossflow in
teractions which occur in these flow configurations it is not immedi
ately obvious, however, why it is the inline pattern which produces 
the highest heat transfer rate. 

Higher-Resolution Profiles. As has already been indicated, the 
low resolution results clearly show the overall chordwise trends, but 
do not detect the significant periodic variations which are observed 
when the resolution is increased to better than one chordwise hole 
spacing, as is possible for the C and D-size data-. These variations are 

most clearly shown by the D-size data with a resolution of xn/3 as il
lustrated in Fig. 7. Upstream the peak values occurring opposite the 
jet holes exceed the minimum values between holes by a factor of at 
least three. Downstream the peaks dimmish while the valleys increase 
in magnitude, but the variations clearly persist even at the tenth row 
location. It may also be observed that downstream the peaks have 
shifted to locations between the jet holes, while the valleys now occur 
opposite the holes. This behavior is undoubtedly due to the deflection 
of the jets by the increasing magnitude of the crossflow. The dashed 
line joining the data points is added for clarity only. It does not pre
cisely reflect the infinitely resolved chordwise variation which would 
be even greater. In this connection the recent work of Sparrow, et al. 
[11] is relevant. Their measurements were for a single jet in a crossflow 
rather than for a two-dimensional array of jets. However, their 
chordwise resolution was comparable to the jet orifice diameter. Their 
results show impingement point values exceeding upstream and 
downstream values by large factors. Prior studies of two-dimensional 
array configurations with crossflow similar to those investigated here 
have apparently been limited to resolutions of at best one chordwise 
hole spacing, so that the periodic variations were not observed. The 
implications of the characteristics of these periodic variations for the 
designer should be quite significant, particularly from the thermal 
stress standpoint in applications such as the cooling of gas turbine 
airfoils. The acquisition of higher resolution data for additional 
channel heights, hole spacings, and flow rates, as well as for staggered 
hole patterns is currently underway in order to further characterize 
the effect of the crossflow on the nature of the observed periodic 
variations as a function of these parameters. These results will be 
reported in a subsequent paper. 

Concluding Remarks 
The final set of data presented here (Fig. 7) indicates that a periodic 

variation in the chordwise Nusselt number profile can persist for at 
least ten rows downstream. The period of this variation is equal to the 
chordwise hole spacing. The emphasis in this paper, however, has been 
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placed on the chordwise trend smoothed across the periodic varia
tions—i.e., data averaged over one or two chordwise spacings, referred 
to as low-resolution results. These results show that for 1 < z/d < 3, 
upstream Nusselt numbers compared for the same Re increase with 
channel height, while downstream the reverse is true. The effect is 
most pronounced for the narrowest spanwise hole spacing. In addition 
it is found that for z/d = 1 and yn/d = 4 the Nusselt numbers reach 
a minimum as far upstream as the second or third row of holes after 
which the values increase continuously, more than doubling by the 
tenth row. The possibility of such behavior is significant for the de
signer to keep in mind, particularly since the implication of several 
prior studies of similar flow configurations is that increasing crossflow 
always tends to degrade the heat transfer performance [4, 8]. For z/d 
> 2, the present results show that the heat transfer coefficient either 
decreases continuously downstream or shows only a slight upturn after 
exhibiting a broad minimum. The strong effect on the chordwise 
profiles as z/d approaches unity is not reflected in the mean Nusselt 
numbers, which vary with z/d by no more than about 10 percent. 

Over the open area ratio range covered (1 to 4 percent), the denser 
hole patterns result in the highest heat transfer coefficients when 
compared for the same Re (Fig. 5), but when compared for the same 
Re* the reverse is true (Fig. 6). Hole pattern effects may be quite 
significant in their effect on mean Nusselt numbers as well as on the 
chordwise profiles. Some prior studies have reported results in terms 
of open area ratios only rather than in terms of hole spacings for 
specific hole patterns [1, 8, 12] with one recent paper reporting a 
correlation equation in terms of open area ratio [8]. The present data 
demonstrate that neither chordwise Nusselt number profiles nor mean 
values can be characterized solely in terms of the open area ratio, but 
that specific hole patterns and spacings must be considered, partic
ularly for the denser arrays. 
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On Prediction and Unified 
Correlation for Decay of Vertical 
Buoyant Jets 
A differential turbulence model is used to predict the decay behavior of turbulent buoyant 
jets in a uniform environment at rest. The turbulent stresses and heat fluxes are modeled 
by the algebraic expressions while the differential transport equations are solved for the 
kinetic energy of turbulence, k, the rate of dissipation of turbulence kinetic energy, c, and 
the fluctuating temperature T'2. The numerical result correlated with a unified scaling 
law was shown to fall into a single curve for the flows beyond the zone of flow establish
ment. The flow characteristics are then classified into a non-buoyant region, an interme
diate region and a plume region. The predicted results show that the buoyant jets is accel
erated in the zone of flow establishment. Equations for decay of velocity, density, and tur
bulent quantities are given from the non-buoyant region to the plume region for both 
plane and round buoyant jets. 

1 Introduction 

Many problems associated with environmental pollution require 
the buoyant jet characteristics such as entrainment rate of sur
rounding fluid, dispersion of thermal or waste pollutants and the 
decay of buoyant jet velocity, density and temperature. This paper 
presents a mathematical model for predicting buoyant jet flow in a 
uniform environment at rest and correlates the predicted result in a 
uniform way so that the properties and behaviors of the buoyant jets 
are elucidated. Particular attention is given to the decay behavior of 
buoyant jets from the near source field or the zone of flow establish
ment to the far field where buoyant jets are evolved to become 
plumes. 

Although the differential method of solution for turbulent buoyant 
jets is more complex and requires elaborate computation, it has po
tentially wider applications and provides an accurate prediction of 
the buoyant jet behavior. The differential method needs a turbulence 
closure model for turbulence transport quantities. A mixing length 
closure model was adapted by Madni and Plecther [1]. Several closure 
models for the turbulent transport equations were proposed by 
Launder [2], Lumley [3] and many others. They are reviewed by 
Hossain and Rodi [4]. Gibson and Launder [5] have tested the 
Launder's model by application of the model to a horizontal surface 
jet and mixing layer. Chen and Rodi [6] showed that the turbulence 
model based on Launder's model predicted satisfactory results for 
the far field behavior of vertical buoyant jets. 

In this study we use Chen and Rodi's [6] turbulence model to pre
dict further detail of the decay phenomena from the exit of a buoyant 
jet to the far field behavior where the buoyant jet becomes a plume. 
Further, a new scaling law is used to present the results in a unified 
way. This new scaling law permits one to observe clearly how a 
buoyant jet evolves from the exit to the zone of flow establishment 
and to a non-buoyant region, intermediate region or plume region. 

2 Analysis 
Fig. 1 depicts a vertical buoyant jet discharging into a uniform 

environment at rest. U and V, respectively, denote the mean velocity 
components in the axial, x, and normal, y, directions. The flow is as
sumed to be steady and of the boundary-layer type (i.e., U » V, d/dy 
» d/dx). With Boussineq approximation, the governing equations 
for velocity and temperature are [6] 
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Momentum: 

U r- V = —: — (—y'uv) H 
dx dy y' dy Ta 

Energy: 
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CD 
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(3) 

Here Ta is the local ambient temperature and the superscript i is equal 
to zero for the plane buoyant jet and to unity for the round buoyant 
jet. uv and vT' are, respectively, the turbulent shear stress and heat 
flux. In order to solve equations (1-3) one must solve the problem by 
adapting a turbulence model. We will consider here a turbulence 
model proposed by Chen and Rodi [6] based on Launder's modelling. 
Briefly, this model is based on closure approximations made in the 
turbulent transport equations for Reynolds Stresses UiUj, the dissi
pation rate of turbulent kinetic energy (k = 1/2 u;u.;), e = v dui/dxk 
dui/dXk turbulent heta flux u,T", and the T"2. The subscript i a n d ; 
stand for 1, 2, 3 denoting x, y and z components of fluctuating velocity 
ui. In case of the repeated subscripts the Cartesian tensor summation 
convention applies. The differential equations for k — t — T'2 model 
under boundary layer approximation are given as [6] 
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The differential equations for muj and u,T" terms which include 
uv and vT' terms in equations (2) and (3) are given by Hossain and 
Rodi [4]. These equations are further simplified by neglecting, re
spectively, the convective and diffusive transport terms of utUj and 
u;T". This leads to the following approximated algebraic relation for 
uu, v2, vT' 

x>0, y T=Ta, U = h = t = T = f = T"2 = 0 (12) 

1 ~ c0u
2 

Cj k 

kg 

1 +-
lay) 

ChfT'U' 

k^dU_ 

t dy 

c2k 

1 7?k2dT 

a, k e dy 

uT' = — 
Chi 

_ d T 
•uv uT (1 

dy 

% dU , g ( l - chl) 
Ch']Ty+—^ 

•fn 

(7) 
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(10) 

Equations (1-10) form a closed set as a k — t — T ' 2 turbulence model 
containing 11 emperical constants. Unlike the determination of mo
lecular viscosity or thermal conductivity, these constants are deter
mined and calibrated with many turbulent flows and are shown for 
example, by Hanjalic and Launder [7] to be approximately constants. 
We adapted the same constant values proposed by Chen and Rodi [6] 
which are mostly suggested by Launder [2]. They are: 

C T I I . 2 5 

ch 3.2 

chl 0.5 

We also adapt a correction function as suggested by Chen and Rodi 
[6] that for the round jet only the right hand side of equation (7) is 
multiplied by (1 - .465G) and c,2 is multiplied by (1 - 0.035G) 
where 

c0 .55 

ci2.2 

c20.53 

ce 0.15 

c,i 1.43 

cjZ1.92 

ch 0.225 

cT 0.13 

G = 
Ay ldUf 

2UJ \ dx 

dU„ 
dx 

(11) 

Here Ay is half jet width and subscript if denotes the centerline value. 
The above equations are a parabolic system and can be solved by 
Patankar and Spalding's [8] finite difference program with some 
modifications to adapt the k — e — T"2 differential equations. We 
specify boundary conditions at the edge of the buoyant jet. 

The condition at the exit is assumed to be a flat profile such as a flow 
passed through a grid screen or 

: 0, T = To, U=U0 

h = k0, e- «o (13) 

The initial kinetic energy k0 and temperature fluctuation T'$ are given 
a 5 percent intensity of the mean value C/Q and (To - T„)2. The initial 
dissipation, eo, is taken to be 2 percent of UQ/D where D is the jet exit 
width when i = 0 and the diameter when i = 1. 

3 Scaling Law 
In general, the data of buoyant jets cannot be correlated into a single 

curve from the near field where it behaves like a jet to the far field 
where it behaves like a plume. Recently, Chen and Rodi [9] proposed 
a universal scaling law and showed that the decay of vertical buoyant 
jets in a uniform, stagnant environment can indeed be correlated into 
a single curve beyond the zone of establishment. This scaling law is 
obtained by reasoning that the local character of a turbulent buoyant 
jet at some distance from the exit is determined by the initial mo
mentum M0 = PoVcPdrD/A)1, the initial buoyant strength VV0 = g(f)a 

— PO)UOD(TTD/4)'' and the ambient density p„. From the dimensional 
analysis of these three quantities they obtained the following scaling 
quantities for length, velocity and buoyant force for plane {i = 0) and 
round (i = 1) buoyant jets 

Xr = 7JF2/«+ ;) (po/Pa)1 / (3+0 (14) 

Ur = U0F-WV+i> (po/p„)1/(3+ ' : ) (15) 

(Pa ~ Pr) = (Pa ~ Po) F-<l + 0/<3+1) (p 0 /po)-(2+i)/(8+0 (1 6 ) 

A Froude number F is defined as poUo/gD(pa - po). 
We shall use these equations to normalize the calculated results to 
make a comparison between the prediction and experiment. 

4 Results and Discussion 
Equations (1-10) with boundary and initial conditions are solved 

on IBM 360. Froude number is varied from 0.1 to 1232. Each flow 
takes about 3.5 minutes of the computer time to cover a sufficient 
distance from the exit to the zone of established flow in 600 steps. 

-Nomenclature. 
D = diameter or width of buoyant jet 
F = Froude number p0Uo2/gD(pa — po) 
G = correction function see equation (11) 
g = gravitational constant 

= turbulent kinetic energy " UiUi 

T = mean temperature 
T'2 = fluctuating temperature 
U, V = mean velocity component in x and y 

direction 
uv = turbulent shear stress 
u2 = turbulent normal stress in y direction 

x, y = direction along and normal to the 
buoyant jet axis 

x = dimensionless quantity : 

xr = reference length scale 

Ay = half jet width where U 

p = density 

\Pa ~ PO, 

X 

Xr 

-u, 

Subscripts 

a = ambient 
i, j , k = cartesian tensor notation 
0 = exit condition 
<f = centerline 
p = density 
1 = dimensionless quantity along center-

line 
r = reference scale from scaling law 
u = velocity 

Superscripts 

i = 0 for plane flows i 1 for round flows 
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Gradual changes from the jetlike behavior to the plume-like behavior 
are calculated. We present here only the decays of center-line value 
for both plane and round buoyant jets in Figs. 2-9. In presenting the 
results we shall concentrate on four center-line quantities, namely, 
velocity, Lfy, density, (pa — pj), turbulent kinetic energy, k, and dis
sipation of a turbulent kinetic energy, e. 

Plane Buoyant Jets. Figs. 2-5 show the plane buoyant jet be
havior. Predicted data are plotted according to the scaling law (14-16) 
for six different values of Froude number 0.1,1,6.3, 39.3, 245.6,1232. 
Figs. 2 and 3 show the decay of the center-line velocity and density. 
It is interesting to observe that except in the zone of flow establish
ment all data in the zone of established flow fall into a single line. The 
zone of flow establishment is the zone where the flow undergoes a 
change from the flat exit profile to a self preserving profile which 
normally is approximated well by Gaussian distribution function. The 
fact that all data in the established zone merge into a single curve 
demonstrates the validity of the universal scaling law derived by Chen 
and Rodi [9]. We consider now, for example, the calculation for F = 
1232 in Figs. 2 and 3. Since the value of the Froude number is large 
one would expect that the flow at the beginning of the established zone 
will behave like a nonbuoyant jet. A comparison of the result calcu
lated for all six Froude numbers in the zone of established flow and 
the decay similarity law for jet [10] shows that the buoyant jet behaves 
like a jet up to x = 0.5. Beyond x = 0.5 the center-line decay starts to 
deviate from the jet behavior. However the flow does not behave like 
a plume, until x reaches approximately a value of 5. For a plane 
buoyant jet to become a plane plume (i = 0) according to the decay 
similarity law [10] the cehterline velocity Ui should become constant 
and the density decay should be proportional to x _ 1 . From the above 
observation one may classify the zone of established flow for buoyant 
jets into three regions, nonbuoyant region (x < .5), intermediate (.5 
< x < 5), and plume region (x > 5). Where x = F~2 / 3 (po/pa)~

ll?l (}>)• 
The predicted value of x for the demarcation of three regions agrees 
with the values suggested by Chen and Rodi [9] from analysis of 
available experimental data [10]. Froude numbers covered in the 

PREDICTED 
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Fig. 2 Centerline velocity in plane buoyant jets 
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Fig. 3 Centerline density in plane buoyant jets 

experiments are from 1.4 to °°. From Figs. 2 and 3 we may derive the 
following theoretical decay laws for flows in the zone of established 
flow. 
Nonbuoyant region: 

Ui = 2 .7x ' 1 ' 2 , Gj = 2.15x-1 '2 , x < 0.5 (17) 

Intermediate region: 

Ui = 3.dx-W, Gx = 1.72 x"4 / 6 , 0 . 5 < x < 5 (18) 

Plume region: 

U-i = 2.28, d = 2.15 x-\ 5<x (19) 

Here 

U0 \pal Pa ~ PO \Pal 

We consider now the centerline value of the turbulent kinetic en
ergy ki and its dissipation t-y as shown in Figs. 4 and 5. Here ki is the 
center-line turbulent kinetic energy normalized by Uf and ti is the 
center-line dissipation function divided by U^/xr. These two quan
tities are the two fundamental variables characterizing the turbulent 
behavior of any turbulent buoyant jets. The kinetic energy, k, denotes 
the energy content of the flow and the dissipation of the kinetic en
ergy, i, controls the growth of turbulent energy. From Figs. 4 and 5 
we observe that respectively k\ and fi for all ranges of the Froude 
number calculated merges into a single curve when the flow becomes 
established. In the zone of establishment both turbulent kinetic en
ergy and its dissipation function first decay and then increase. After 
the flow is established both quantities then decay again. The initial 
decay of k i and «i in the zone of establishment is due to the fact that 
the flow at the exit is uniformly flat and is being accelerated by a 
buoyant force. Under this condition there will be no turbulence gen
eration and the flow decays. As the potential core of this buoyant jet 
is quickly mixed with the surrounding fluid to form a sharp shear 
layer, turbulent energy is now produced in the layer and diffused to 
the centerline. Thus the turbulent kinetic energy in Fig. 4 shows a 
sharp increase. Experimental data of the turbulent kinetic energy in 
non-buoyant jet regions given by Bradbury [11] is included in Fig. 4 
to show the agreement of the predicted result. No data in plume re
gions are available. The dissipation function follows with the increase 
of turbulent kinetic energy to maintain a proper balance as shown in 
Fig. 5. When the flow becomes established the mixing shear layer flow 
gradually transforms into a smooth Gaussian-like jet profile and be
comes similar. In the jet region both h\ and t\ start to decay again. 

In the established zone one may perform a similarity transformation 
analysis, say, one parameter group transformation by Morgan [12] 
for equations (1-10). For example, one can show that all Reynolds 
stresses and turbulent kinetic energy of a turbulent plume under 
present turbulence model possess a decay relation of x~2,/s and the 
dissipation ei is proportional to 5T~'1+''. Therefore, we determine from 
Figs. 4 and 5 the far field behavior for any plane buoyant jets should 
behave 

ki = 0A4, x>5 

e1 = 1.2x-1, x>5 

Round Buoyant Jets. We now examine the predicted results for 
round buoyant jets. The results are presented in Figs. 6-9. Again all 
results are normalized by the scaling law (14-16). All figures show the 
convergence of data into a single curve beyond the zone of flow es
tablishment which is approximately beyond a distance of 10 diameters 
or widths from the exit. Figs. 6 and 7 give the centerline value of ve
locity and density showing a gradual change from the nonbuoyant 
behavior to the plume-like behavior. The demarcation is gradual but 
one may approximately divide the total zone of established flow into 
three regions again. Within each region we find the decay of centerline 
velocity and density approximation as follows: 
Nonbuoyant region: 

Ui = Aux~x Gi = Apx-1 x < 0.5 (21) 
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Comparison of predicted results with experimental data shows in 
general a fair agreement. The experimental data reviewed by Chen 
and Rodi [10] gives Au = 6.2, A,, = 5 for the nonbuoyant region 
while the present prediction gives Au = 7 and Ap = 5. For plume region 
the experimental value based on George's [13] measurement gives Bu 

= 3.4 and Bp = 7.735. The theoretical prediction gives approximately 
Bu = 4.4 and Bp = 5.69. The comparison shows the predicted velocity 
decay constant Bu to fall between the two experimental values while 
the predicted decay constant Bp is below the experimental value. 

We now turn to the flow in the zone of flow establishment. First we 
find from Fig. 6 that the velocity of the round buoyant jets at the be
ginning is accelerated far more strongly than that in the plane buoyant 
jets (see Fig. 2). Secondly, for a round buoyant jet to have a non-
buoyant behavior in the near field Froude number should have a value 
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greater than 245. For buoyant jets with Froude number less that 245 
its decay characteristics in the zone of established flow starts with 
intermediate behavior. For a buoyant jet with Froude number equal 
or less than one, its characteristic in the entire flow is plume like be
havior, as expected, because the buoyant force is dominant. 

Turbulent kinetic energy and dissipation function normalized by 
the scaling law are shown in Figs. 8 and 9 with dimensionless variables 
k\ = k/Ur2, £i = exr/Ur3. We find that the axial variation of the 
turbulent kinetic energy k\ and the dissipation function, e, all con
verge to a single curve under the scaling law. The similarity law in the 
plume region, i.e., far field, for round buoyant jets, gives the turbulent 
kinetic energy k\ to be proportional to x~213 and the dissipation ei 
to x~2. The present analysis predicts that •* 

kt = 1.5 x2'3, 6i = 10.5 x '2, x>5 (24) 

The experimental data given by Rodi [14] for the nonbuoyant region 
is also shown in Fig. 6 showing a fair agreement between the predicted 
results with the experiment. In the zone of establishment, both h\ and 
ci first decrease and increase again. Then when the buoyant jet flow 
is established both k\ and t\ decay again and eventually behave as 
given by equation (24). The reason for the decreasing and increasing 
phenomenon is similar to that of plane buoyant jets in that the posi
tive buoyant force accelerates the flow with an initial flat profile. In 
this condition there will be no generation of turbulent kinetic energy 
and hence dissipation function. Therefore, the turbulent kinetic en
ergy ki and the dissipation function ei first decreases. When the dif
fusion of the turbulent kinetic energy generated in the mixing layer 
reaches the center-line both the turbulent kinetic energy and dissi
pation function increases again. We note from Figs. 3 and 9 that a 
buoyant jet with a smaller Froude number has a much stronger effect 
on the magnitude of decrease and increase for both turbulent kinetic 
energy k\ and dissipation ei. However, this phenomenon is shown to 
persist even for buoyant jets with a larger Froude number of 1232. 

5 Conclusion 
The decay phenomenon of a buoyant jet from its exit in the zone 

of flow establishment to the zone of established flow is predicted from 
a differential k — e — T'2 turbulence model. The decay of center-line 
values for velocity, density, turbulent kinetic energy, and the dissi
pation of turbulent kinetic energy are predicted for Froude number 
of 0.1 to 1232. The results are normalized with a proper scaling law. 
The correlation of calculated results for the range of Froude number 
enables us to subdivide the entire flow into a nonbuoyant, an inter
mediate, and a plume region. In the zone of flow establishment the 
theoretical prediction reveals that with a flat initial profile and the 
acceleration of a flow by the buoyant force the flow in this region has 
a dampening effect on the turbulent kinetic energy and its dissipation. 
This effect, although small, persists even at a large Froude number 
of 1232. The predicted data are compared with the experimental data 
with fair agreement. The similarity laws are verified. In addition, an 
approximated but simple equation is devised for each region of a 
buoyant jet so that the result is ready for application. Unlike other 
buoyant jet model the present model includes the buoyant effect not 
only in the mean flow equation but also in the second order correlation 
equations. The model is shown capable of predicting the buoyant jet 
flow characteristic from the exit to the far field for a large range of 
Froude numbers. The model can be applied to other vertical buoyant 
flows such as buoyant jets in a nonlinearly stratified ambient where 
integral methods may be difficult to apply. 

Since the unified correlation is demonstrated for buoyant jets in 
the entire zone of established flow, it has more wider applications than 
the existing correlation which is valid either in the jet region or the 
plume region. 
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Entrapment by a Jet at a Density 
Interface in a Thermally Stratified 
Vessel 
A study was conducted to determine the thermal behavior and upward movement of the 
density interface resulting from entrainment by an impinging jet in a thermally stratified 
vessel. Experiments were performed using a cylindrical vessel with water as the test fluid. 
The upward movement of the interface was detected by vertical strings of closely spaced 
thermocouples. As the interface passed a given thermocouple location, the temperature 
was observed to drop abruptly while oscillating in the process. It was found that vigorous 
entrainment and mixing maintain a relatively sharp temperature "step" in the impinge
ment region. Using the theory of free submerged jets, a correlation was developed for the 
rise rate of the interface in terms of the Froude number based on local jet impingement 
parameters. 

In troduc t ion 

Nearly all published work on entrainment at density interfaces has 
dealt with geophysical phenomena in atmospheric and ocean layers, 
e.g., [1-3]. In these investigations, the entrainment process was arti
ficially driven by mechanical agitation or stirring of one layer. In a 
recent study, Baines [4] considered the problem of entrainment by 
a plume, such as one containing industrial pollutants, at a density 
interface, which may be formed by an atmospheric inversion 
boundary. Baines experimentally simulated the inversion boundary 
using layers of fresh and salt water. An analogous problem is that of 
entrainment by an impinging jet at a density interface in a thermally 
stratified vessel, see Fig. 1. This situation can occur in many practical 
instances, such as in the upper plenum of a Liquid Metal Fast Breeder 
Reactor (LMFBR) during certain transient conditions. The density 
interface, or hot-cold interface, constitutes a boundary between two 
distinct regions: a warm (light) quiescent region above and a cooler 
(heavy) active region below. Entrainment of the warm fluid by the 
cool impinging jet causes an upward movement of the interface. It is 
important to predict the behavior of the hot-cold interface since 
structural components located in the neighborhood of the interface 
can be adversely affected by thermal discontinuity stresses and cycle 
fatigue. 

The present work considers the thermal behavior and upward 
movement of a density interface resulting from entrainment by an 
impinging jet in a thermally stratified vessel. Previous studies shed 
some light on this problem but, by themselves, are insufficient to 
provide a complete analysis. In the present study experiments are 
performed using a cylindrical vessel with water as the test fluid. The 
upward movement of the interface is detected by vertical strings of 
closely spaced thermocouples. Using the theory of free submerged jets, 
a correlation is developed for the rise rate of the interface in terms of 
local jet impingement parameters. 

Analy t i ca l M o d e l i n g 
Based on entrainment studies of jets and plumes at brine interfaces, 

Baines [4] found that the volumetric entrainment flux can be de
scribed in terms of the local Froude number at impingement. Ex
perimental results indicated that Reynolds number was an unim
portant parameter. He also found that entrainment was limited to 
a region about the size of the jet cross section at impingement. Baines 
correlated entrainment data for jets and plumes with a relatively 
simple expression, which in a modified form is given as: 

Vjdf 4 ; (1) 
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Fig. 1 Density interface in a thermally stratified cylindrical vessel 

Equation (1) represents a departure from Baines who employed the 
centerline velocity V*., instead of Vj. If, as in the study of Baines, 
impingement at the density interface occurred at a great distance from 
inlet (i.e., where the jet velocity profiles are fully developed and 
similar), the use of Vt would be appropriate. However in a stratified 
vessel, impingement may occur within a few diameters of the inlet (i.e., 
in the region where the jet profiles are developing and non-similar); 
consequently, an average velocity Vj over the impingement area was 
deemed necessary. Another departure is in the definition of the 
Froude number: the modified Froude number, Fr,, as defined herein 
is often referred to in the literature as the Richardson number, Ri. 
Physically, the modified Froude number represents the ratio of 
buoyant to inertial forces. 

It is reasonable to expect that entrainment at a hot-cold interface 
in a stratified vessel can be described by a relation similar to equation 
(1). An important requirement is that the vessel cross section be large 
compared to the jet cross section at impingement; otherwise the en
trainment process may be influenced by the vessel walls. 

For the case of a cylindrical vessel, the volumetric entrainment flux, 
Q, is related to the interfacial rise rate, e = dZ/dt, as follows: 

irD2 

4 
(2) 

— - =a(Fr , )~ (3) 

Equations (1) and (2) can be combined to yield: 

Vj \djj 

Equation (3) will provide the basis for correlating the data of the 
' present study. When applying the results to cases where the vessel 
cross section is non-cylindrical, it is necessary to obtain Q from 
equation (1) and relate this to the rise rate, e, by the appropriate 
geometrical expression. 
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The value of dj and Vj required in equation (3) can readily be de
termined from the theory of free submerged jets. It will be shown that 
the values of dj and Vj are uniquely determined for given values of 
d0, V0, and Z. Albertson, et al. [5] give the following expressions for 
the velocity profiles of free submerged turbulent jets: (refer to Fig. 
2) 

Zone of Flow Establishment (0 < Z < Zo) 

and 

where 

Vrz 

Vo 
= exp 

(r + CiZ - d0/2)2] 
2(dZ)2 J 

— = 1, for r < djl 
Vo 

, for r > dc/2 (4) 

(5) 

dc ,„ Zn 1 
— = 1 - Z / Z 0 a n d — = 
do do 2Ci 

Zone of Established Flow (Z0 < Z) 

Yll 

where 

= exp 

W 

M 2 

2(C2)2 \Z, 

Vodo 

2C2Z 

(6) 

(7) 

Albertson, et al. [5] recommended a value ofCi = 0.111 within the 
zone of flow establishment and C2 = 0.083 within the zone of estab
lished flow. In most cases considered in this study, impingement oc
curred within the zone of flow establishment. For a limited number 
of cases, impingement occurred just a short distance within the zone 
of established flow. In view of this and to avoid a discontinuity within 
the transition region, it was decided to let C2 = Ci = 0.111. 

Let the effective jet diameter, dj, be defined as the locus of points 
where the local jet velocity is a specified fraction, f, of the maximum 
velocity; i.e., f = Vrz/V0 in the zone of flow establishment and f = 
VrzIV^ in the zone of established flow. Also let the average jet velocity 
over dj be defined as follows: 

4 pdj/2 
2irrVr2 dr (8) 

Employing the foregoing definitions in conjunction with equations 
(4-7), the following equations are obtained for dj and V): 

Zone of Flow Establishment (0 < Z < Z0) 

dj. 

do 
2a(Z/d0y+ 1 (9) 

and 

Yi 
Vo 

= 2 (Z/doW |5-«,-/>»-^p-erf | 

+ T H - I + 1 M + 8 -
• (Z/d0) + - (10) 

ZONE OF 

ESTABLISHED 

FLOW 

LOCUS OF VELOCITIES1 v , z 

CONSTANT VELOCITY -
CORE W 

V 
/ / / / / / > • 

Zo ZONE OF FLOW 

ESTABLISHMENT 

where 

Fig. 2 Sketch of free submerged jet 

•• C r [ ( - 2 In f ) m - 1] and 0 = — ( -2 In f)1 '2 

V 2 

Zone of Established Flow (Z0 < Z) 

d; 
- i = 2 ( - 2 C 2

2 l n f ) 1 / 2 ( Z / d 0 ) 
do 

and 

Yi. 
V0 

f - 1 

(11) 

(12) 
(Z/d0)2C2 I In f j 

Equations (9-12) provide the effective jet diameter, dj, and velocity, 
Vj, as functions of d0, Vo, Z, and f. The value of f will be chosen to 
provide the best correlation of the data. When calculating dj and Vj 
for use in equation (3), the value of Z is taken as the instantaneous 
coordinate of the density interface. The values of dj and Vj obtained 
thereby are, of course, not exact because in reality the jet profile is 
influenced by the presence of the interface. 

Experimental Apparatus and Procedure 
Fig. 3 shows the basic cylindrical test section. The principal geo

metric variable was the inlet diameter, d0, which could readily be 
changed by adding inserts of the desired diameter. Temperatures were 
recorded by two vertical strings of thermocouples: one located along 
the vessel centerline and the other 12.7 cm radially outward. With this 
configuration the hot-cold interface could easily be detected as it 
advanced upward. A total of 45 thermocouples were employed, only 
a small portion of which are shown in Fig. 3. The thermocouples were 
bare chromel-constantan (0.25 mm wire) couples with a response time 
of 10 /us. 

Referring to Fig. 4, the test procedure was as follows: Initially warm 
water at Ti was pumped through the test section from the primary 

-Nomenclature-
a,b = constants in equation (1) 
D = vessel diameter, cm 
dc = diameter of constant velocity jet core, 

cm 
dj = effective jet diameter at impingement, 

cm 
do = inlet diameter, cm 
Fry = modified Froude number, Apdjg/ 

pVj* 
g = gravitational acceleration, m/s2 

Pe = Peclet number, Vjdj/a 
Q = volumetric entrainment flux at interface, 

m3/s 
r = radial jet coordinate, cm 
Re = Reynolds number, Vjdj/v 
T\ = temperature above interface, °C 
Ti. = temperature below interface, °C 
Vj = average jet velocity at impingement, 

m/s 

Vo = inlet jet velocity, m/s 
Vrz = local jet velocity, m/s 
Z = vertical coordinate of interface, cm 
a = diffusivity of heat, m2/s 
t = rise rate of interface (dZ/dt), m/s 
f = fraction of maximum jet velocity 
v = kisematic viscosity, m2/s 
p = fluid density, kg/m3 

Ap/p = fractional density difference across 
interface based on (Ti - T2) 
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Fig. 3 Test section geometry and thermocouple locations 
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tank (7.57 m3). When steady state conditions were established, the 
warm water supply was shut off and cool water at T2, and the desired 
flowrate, introduced from the secondary tank (1.21 m3). Subsequently 
the inlet temperature, T2 and flowrate were held constant at these 
values for the duration of the run. Data taking was initiated when a 
well defined interface was visually observed. The run was terminated 
when the hot-cold interface advanced a sufficient distance to obtain 
meaningful rise rate data. A total of 20 runs were conducted, en
compassing a sufficiently wide range of temperature differences (T\ 
— T2), flowrates, and orifice diameters to cover all cases of practical 
interest. The following ranges were covered: flowrates = 0.11 kg/s to 
1.26 kg/s; (Ti - T2) = 11.1°C to 33.3°.C; and d0 = 5.1 cm, 8.8 cm, and 
11.2 cm. These conditions yielded Froude numbers in the range 1.5 
to 42 and Reynolds numbers in the range 3000 to 15,000. 

Each channel of data was recorded at 50 samples/s by an HP 2112 
minicomputer and permanently stored on magnetic tape. Measured 
temperatures were accurate to ±0.55°C and flowrates to ±2 percent 
(of reading). 

Results and Discussion 
Flow visualization tests revealed that the incoming jet of fluid im

pinges on the density interface, forming a slight bulge, and then 
spreads radially outward along the interface. In most cases the bulge 
was small, and the "nominal" interface appeared remarkably flat over 
the entire vessel cross section. The interface appeared to be a wavy 
unsteady boundary with bursts of fluid penetrating above and below 
the nominal interface. Periodically, large eddies of cooler fluid would 
engulf and entrain warmer stagnant fluid above, which resulted in 
an upward movement of the interface. The temperature gradient at 
the interface remained fairly sharp because the warmer fluid was 
engulfed and rapidly incorporated by turbulent mixing into the cooler 
region. Entrainmenf occurred primarily in the region of the im

pingement where relatively large waves and eddies were observed. At 
positions further removed from the vessel centerline, interfacial un
steadiness was relatively small. These observations are consistent with 
those of Baines [4]. 

Fig. 5 shows the temperature response as the interface advances 
upward. The data were obtained for the following conditions: inlet 
flowrate = 0.39 kg/s; Ti = 54.4°C; T2 = 24°C; d0 = 8.8 cm. It is in
teresting to observe that the temperature at given thermocouple lo
cations remains constant at T'i = 54.4CC until the influence of the 
advancing interface is felt. As the interface passes a particular ther
mocouple location, the temperature drops abruptly from T\ = 54.4°F 
to Ti = 24°C while oscillating during the process. These oscillations 
are clear evidence of wave motion and turbulent eddies at interface. 
Since temperature fluctuations can produce thermal fatigue damage, 
these oscillations may have an important impact on the design of 
structural components. The vigorous entrainment and mixing 
maintain a relatively sharp interfacial temperature "step" in the 
impingement region, Fig. 5(a). At locations further outward from the 
vessel centerline, reduced turbulence and possible molecular effects 
cause a more gradual temperature decay, Fig. 5(b). 

A close-up of the temperature response at TC-2a is plotted in Fig. 
6. While the interface is approaching TC-2a, pulses of cool fluid are 
felt from t = 4.9 minutes to t = 5.45 min. These cool pulses are pro
duced by crests of interfacial waves and by eddies of cool fluid pene
trating above the nominal interface. From t = 5.45 minutes to t = 6.2 
minutes, the interface is advancing beyond TC-2a and the reverse 
occurs. Warm pulses are produced by valleys of interfacial waves and 
by entrainment of warm fluid "packets". For t > 6.2 minutes the jet 
has advanced sufficiently far beyond TC-2a that thermal pulses are 
no longer felt. The effective "thickness" of the density interface was 
estimated to be about 1 cm. 

Fig.. 7 shows a plot of interfacial position versus time, constructed 
from the data of Fig. 5(a) along with data at additional locations which 
were not plotted in Fig. 5(a). The time at which the interface reached 
a given thermocouple location was defined as the instant when the 
first abrupt temperature response was observed. Since the response 
at locations along the centerline was relatively sharp and well defined, 
the data of Fig. 5(a) was used in preference to that of Fig. 5(b). In 
principle, the height of the bulge in the impingement region could be 
determined by the difference between the interfacial position as de
termined from the thermocouple string at the vessel centerline and 
the one further outward. However, under most conditions, the height 
of the bulge was too small to permit meaningful measurements. In Fig. 
7 it can be seen that the rise rate is not constant, but decreases with 
time. This is due to spreading of the jet with increasing distance from 
the inlet, causing the average jet velocity at impingement to decrease; 
consequently the degree of entrainment (and hence the rise rate) is 
correspondingly reduced. The instantaneous rise rate, e = dZ/dt, of 
the interface at a given position, Z, is given by the local derivative of 
the position versus time curve. For each of the 20 runs in this study, 
a position-time curve was constructed. From each curve, rise rates 
were determined at two or three different Z values. In several of the 
runs with do = 11.2 cm the position-time curve was constructed from 
a visual determination rather than from the thermocouples. 

The experimental data obtained in the study was used in con
junction with equations (3, 9-12) to develop a correlation for the rise 
rate of the hot-cold interface. Employing equations (9-12), values of 
dj/dg and VJ/VQ are calculated for a given Z. In all but a couple of 
cases, the Z values fell within the zone of flow establishment; there
fore, equations (9) and (10) were used predominantly. The local 
Froude number, Fry, is readily calculated, along with the quantity on 
the left-hand side of equation (3). Fig. 8 is a log-log plot of the data 
for all runs conducted in this study. Although exhibiting some scatter, 
the data are reasonably well correlated by equation (3) with a = 0.8 
and b = 1.1. (A similar degree of scatter was apparent in the results 
of Baines [4].) For this correlation, a value of f = 0.15 was employed. 
Other values in the range 0.1 < f < 0.5 were tried but f = 0.15 provided 
the best correlation of the data. The scatter of the data in Fig. 8 is more 
than would be expected on the basis of experimental uncertainty alone 
and perhaps reflects a Peclet number dependence not included in the 
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Fig- 5 Temperature response: a) TC locations along vessel centerline; and 
b) TC locations 12.7 cm radially outward 
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Fig. 8 Correlation of rise rate data 

modelling. Further remarks concerning this possibility will be given 
shortly. The results of the present study should be applicable to other 
fluids, besides water, over the same range of Froude numbers, i.e., 1.5 
< Fry < 42. Also the requirement that D be large compared to dy does 
not appear to be as important as expected initially. In some of the 
runs, the jet diameter was nearly 30 percent of the vessel diameter. 
Nevertheless caution should be exercised when applying the present 
model to situations where dj/D is significantly greater than 0.3. 

The present correlation for interfacial rise rate can be applied to 
vessels having a more complicated inlet geometry than shown in Fig. 
1. A number of runs were conducted with the fluid entering the vessel 
via a cluster of smaller tubes rather than via a single large tube. The 
cluster of smaller tubes could possibly represent the exit region of a 
reactor core. In applying the present correlation to this geometry, a 
single effective inlet diameter was defined such as to circumscribe the 
entire cluster of tubes. The flow issuing from these multiple inlets was 
assumed to be spread uniformly over the effective inlet diameter. As 
shown in Fig. 8, the data for cases with multiple inlets are adequately 
correlated. 

It is interesting to compare the results of the present study with 
those of Baines [4]. Baines correlated his data for jets and plumes in 
terms of the centerline velocity, Vt, and with f = 0.368; consequently 
to facilitate comparison it was necessary to perform a conversion into 
the parameters of the present study. The data of Baines fell entirely 
within the zone of the established flow; thus only equations (7, 11), 
and (12) were required for the transformation. This conversion pro
cedure is only approximate since the exact form of the velocity profiles 
at impingement employed by Baines may be slightly different from 
the profiles used herein. Applying this conversion procedure to the 
best-fit of Baines' data yielded values of a = 0.93 and b = 1.5 in 
equation (3). Thus the results of Baines and of the present study in
dicate that entrainment is proportional to (Fry)-1-5 and. (Fry) - 1 1 , 
respectively. At relatively small values of Fry, both correlations agree 
fairly well; but for larger Fry, the correlation of Baines falls below that 
of the present study. This observation is significant because density 
differences were produced by salt in the work of Baines and by tem
peratures in the present study. Variances in the results of these two 
studies suggest that molecular effects may play an important role in 
the entrainment process. 

Turner [1] observed similar variances for entrainment at density 
interfaces created by salinity and temperature differences. He found 
that entrainment was proportional to (Fry)"1-5 and (Fry)-1 for salinity 
and temperature, respectively. In his work the agitation was produced 
by stirring rather than impingement by a jet. Although the mechanism 
responsible for the difference is not well understood, one explanation 
offered by Turner is that entrainment at temperature interfaces is 
increased relative to.that at brine interface due to the more rapid 
incorporation of entrained fluid into its surroundings by diffusion. 
This latter observation recognizes the fact that the diffusivity of heat 
is greater than the diffusivity of mass. Turner's work suggests that 
the parameter FryPe may be important in determining entrainment 
at a density interface. This quantity expresses a balance between 
buoyancy, which tends to return a fluid element to the interface, and 
diffusion, which causes the element to merge with the turbulent re
gion. An attempt was made to correlate the data of the present study 
using FryPe in conjunction with Fry. With these two parameters it was 
found that certain subsets of data correlated better than with Fry 
alone, but other subsets did not correlate as well. On the basis of the 
limited amount of data obtained in the present study, the importance 
of FryPe could neither be confirmed nor denied. It is evident that a 
broader data base will be required to adequately assess molecular 
effects. 

Further evidence of molecular effects was observed with liquid 
metals. A limited number of tests with liquid sodium were performed 
in the present study to compare the behavior of the hot-cold interface. 
It was found that the temperature step across the interface was more 
abrupt in water than in sodium. Apparently the high thermal con
ductivity of sodium tends to "smear" the temperature gradient. 
Furthermore, this smearing was found to lessen the magnitude of 
thermal oscillations at the interface. 
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Conclusions 
Plow visualization tests revealed considerable wave motion and 

unsteadiness at the density interface. In addition the nominal inter
face was found to be remarkably flat over the entire vessel cross sec
tion. 

The density interface moves upward as a result of entrainment by 
the impinging jet. As the interface passed a given thermocouple 
location, the temperature dropped abruptly while oscillating in the 
process. Vigorous entrainment and mixing maintain a relatively sharp 
interfacial temperature step in the impingement region. At locations 
further outward from the vessel centerline, reduced turbulence lessens 
the gradient. 

Molecular effects may play an important role as suggested by the 
fact that entrainment at temperature interfaces is greater than en
trainment at brine interfaces. Molecular effects were also observed 
with liquid metals. 

A correlation was developed for the rise rate of the interface in 
terms of the Froude number based on local jet impingement param
eters. This correlation has important practical application such as in 
predicting the behavior of the density interface in a stratified LMFBR 
upper plenum. 
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Heat Transfer in the Meniscus Thin-
Film Transition Region 
Capillary surface wetting is a passive phenomenon that depends on free surface energies. 
As heat transfer rates increase, within limits, more liquid flows onto the surface and evap
orates. The differential equations describing mass and heat transfer mechanisms have 
been solved simultaneously for several capillary groove configurations. Further, by meth
ods outlined in this paper, the effects of solid-liquid-vapor interline heat transfer phe
nomena can be isolated and evaluated. Not only does this provide a method for predicting 
surface heat transfer coefficients for surfaces wetted through capillary grooves, it also 
provides basic information about heat transfer in the vicinity of the meniscus attachment 
region. 

Introduction 

Very high heat transfer rates have been observed near a triple 
interline, the junction of the vapor, the evaporating thin film, and the 
non-evaporating adsorbed thin film [5,9,13]. Dropwise condensation, 
as an example, exhibits surface heat transfer coefficients that are 
approximately one order of magnitude greater than the coefficients 
resulting from film condensation. 

The formation of interlines in dropwise condensation is a useful 
means of augmenting heat transfer, however in practice, the extent 
of interline dispersion at any time is not easily controlled or predicted. 
Maximizing the heat transfer associated with this phenomena is 
difficult unless some control over formation of the interlines is 
achieved. 

The use of capillary grooves partially filled with a liquid as a means 
of forming the triple interline region achieves this objective since the 
number and length of the interlines can easily be controlled by the 
number and length of the grooves. The heat transfer is augmented 
by the flow of the liquid into the groove under the action of capillary 
forces, a passive process. 

The use of capillary grooves for augmenting heat transfer introduces 
a number of factors to investigate. The portion of the meniscus on the 
groove wall that constitutes the meniscus attachment region must be 
identified and the effectiveness of this region for enhancing heat 
transfer must be analyzed. In addition, it is expected that the rest of 
the meniscus will also serve to enhance heat transfer and its role in 
the overall heat transfer process must be determined. The primary 
flow up the meniscus forms a hydrodynamic problem that is coupled 
with the heat transfer problem. 

Because of the small physical dimensions associated with a me
niscus, any probes to measure temperature gradients, flow velocities, 
liquid pressures, and liquid film thickness essentially destroy the flow 
field. Consequently, experimental information on any of the local 
characteristics of the meniscus, especially near the interline region, 
are extremely difficult to obtain and only overall characteristics are 
detectable. 

In this paper we intend to show that the local characteristics of the 
combined heat and mass transfer process can be deduced from overall 
characteristics such as: 

• total heat transferred from a grooved plate, 
• overall temperature drops (top-to-bottom) in the walls sepa

rating the grooves, 
• the temperature difference between the top of the wall and the 

surrounding vapor. 
By decreasing the width of the walls and thereby forcing an increase 

in the temperature gradients in the wall, the three overall charac
teristics listed above can be controlled in a systematic manner. Fur
ther, by restricting the thermal conduction path to the triple interline, 
we are able to deduce basic information about local heat and mass 
transfer mechanisms. The main contribution provided in this paper 

I Convection to liquid 
Intrinsic meniscus 

Evaporating thin (Urn 
Convection to vapor 
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Fig. 1 Liquid-filled capillary grooves on a plate 

is an approximate method for predicting and verifying the heat 
transfer in the vicinity of the meniscus thin-film transition region. 

Analysis 
The analytical model developed in this paper is intended to rep

resent capillary grooves machined on a metal plate as shown in Fig. 
1. The groove dimensions are small so capillary forces will cause the 
primary flow of liquid along the groove, partially filling each groove. 
A meniscus is formeed extending up each side of the groove. As the 
plate is heated, heat travels by conduction in a direction transverse 
to primary flow and up the groove walls to be dissipated by evapora
tion. A secondary liquid flow up the groove wall surface occurs and 
supplies liquid to the extended meniscus, replacing that lost by 
evaporation. 

The extended meniscus formed on the heated wall is characterized 
by three regions: 

1) Equilibrium Thin Film Region—formed at the upper extent 
of the extended meniscus. In this region the short range adhesion 
forces prevent evaporation and there is no heat transfer from the 
wall. 

2) Evaporating Thin Film Region—formed just below the 
equilibrium thin film. The film thickness in this region has increased 
and the adhesion forces are diminished causing evaporation and heat 
transfer. The disjoining pressure gradient is the forcing function for 
the secondary flow in this region. 

3) Intrinsic Meniscus Region—formed at the bottom of the ex
tended meniscus. In this region the thin film adhesion forces produce 
a negligible effect on the evaporation rate. The film thickness is suf
ficiently large to introduce significant increases in thermal resistance 
due to conduction. The decrease in the surface curvature provides the 
forcing function for the secondary flow. 

The heat conducted up the solid walls is dissipated in four ways (see 
Fig. 1): convection to the liquid below the intrinsic meniscus region, 
heat conduction through the intrinsic meniscus to the liquid-vapor 
interface where evaporation takes place, evaporation of the liquid in 
the evaporating thin film portion* of the extended meniscus, and 
convection to the vapor above the extended meniscus region. 

The heat transfer is influenced both by the adhesion forces and the 
film thickness. At the top of the evaporating film region where the 
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adhesion forces are large the heat transfer is small. As the film 
thickness increases, the adhesion forces decrease and the heat transfer 
increases to a maximum at the base of the evaporating film. The heat 
transfer then decreases, due to the conduction resistance, as the film 
thickness increases towards the base of the extended meniscus. The 
transition region between the evaporating film and the intrinsic me
niscus, where the maximum heat transfer occurs, is sometimes re
ferred to as the triple interline region. 

The Conduction in the Wall. The configuration and the di
mensions of the wall and the adjacent liquid layer are shown in Fig. 
1. A one-dimensional temperature distribution is assumed for con
duction calculations inside the wall. In support of this assumption, 
our calculations indicate that more than 80 percent of the total heat 
dissipation occurs in a region that is 0.005 in. (0.127 mm) to 0."006 in. 
(0.152 mm) high in the meniscus thin-film transition region. The Biot 
number for this region is 0.08 for a wall thickness (c) of 0.008 in. (0.203 
mm) and decreases linearly with wall thickness. Heat transfer in the 
direction of the groove is neglected and steady state conditions are 
assumed. 

A heat balance, written for an element in the wall of thickness A* 
(Fig. 1) takes the form 

Qx+ »i = Qx + Qms (1) 

where Qx and Qx+^ are the heat transfer rates across the x and x + 
Ax surfaces respectively and QDIS is the heat transfer rate from the 
wall to the liquid. Combining this heat balance with Fourier's con
duction equation leads to 

dT(x) d 
<?DIS + ~T 

dx 
KA(x)-

dx 
Ax = 0 (2) 

where K is the conduction coefficient for the wall, T(x) is the wall 
temperature, and A(x) is the horizontal cross-sectional area. Sub
stituting the expression A(x) = 2(b + x cot 8), into equation (2) and 
rearranging gives 

(b + x cot t 
d2T(x) 

dx2 + cot 
,dT(x) QDIS 

dx 2KAx 
(3) 

This is the basic conduction equation for the wall and the form of 
QDIS depends on which of the heat dissipation regions along the wall 
is being considered. 

The Evaporating Film Region. The evaporating liquid film 
region is a very thin layer partially adsorbed onto the wall, thus the 
temperature of the liquid-vapor interface, T\u, is assumed to be the 
same as that of the wall and is higher than the temperature of the 
surrounding vapor, T„. The saturation pressure, Puiu0, corresponding 
to the temperature Tlv is higher than the surrounding vapor pressure, 
P„, and evaporation would be expected. However, in the equilibrium 
film the adhesion forces reduce the saturation pressure to a value in 
equilibriunuwith the vapor pressure and evaporation does not occur. 
The adhesion forces also reduce the saturation pressure P„i„ in the 
evaporating film region to a value in the range Pu < Pu\0 < Pu\u°-
Therefore, evaporation can occur but at a reduced rate compared to 
that for a thick film where the saturation pressure would be Puiu

0 . The 
effects of the adhesion forces are represented as a negative pressure 
called the "disjoining pressure" denoted by Pd- This disjoining 
pressure for water, polar fluid, has been characterized for a two-
dimensional extended meniscus [9] by the equation 

Pd = PiRTlu In (P„i„/P„i„°), (4) 

where pi is the liquid density, R is the gas constant, P„i„ is the reduced 
saturation pressure of the film, and Pviu° is the saturation pressure 
corresponding to Ti„. 

In the thin film region, P„x„ is always less than P„i„° and it is evi
dent that equation (4) yields a negative value for Pd. For later calcu
lations it is convenient to rewrite equation (4) as 

Puiu = Pviu0 explPd/piRTu]. (5) 

Deryagin and Zorin [11] have experimentally studied adsorption 
pressures as a function of film thickness. It is possible, from their work, 
to express Pu\u as a function of film thickness in the form 

Pvi»IPviu° = ath, (6) 

where t is the film thickness and a and b are constants. Combining 
equations (4) and (6) gives 

Pd = PiRTlu\n(atb), (7) 

where Pd goes to zero as the quantity (atb) approaches one. 
At the base of the equilibrium film there is no evaporation since Puiv 

= P„ and the disjoining pressure at this point, Pd°, is given by 

Pd° = PlRTclu In (P„/P„i„°). (8) 

The film thickness at the point, t°, can also be found using the equa
tion 

t" (PJaPulu°V'b. (9) 

As the evaporating film increases in thickness, Pd increases from P<j° 
to zero. This allows the reduced saturation pressure, P„iu, to increase 
fromPu to P„i„ ° and the pressure difference (Puiu — Pu), which causes 
the evaporation, increases from zero to a maximum value (Puiu0 — 

Pu)-
The heat transfer mechanism for the evaporating film region is 

represented by a modified form of the equation presented by Su-
khatme and Rohsenow [12] 

Q-
2aaH\ Sc U/2 

(Pulu ~ Pu), (10) 
\2 - aa] \2TTRTI 

where Q is the heat flux, aa is the accommodation coefficient, H is the 
enthalpy of evaporation, gc is the gravitational constant, and T = 
1/2(T„ + T l u) . 

Neglecting the effects of the small change in T\B on the heat 
transfer, it appears that Q depends primarily upon the difference (P„i„ 
— P„). Thus in the evaporating film, the heat transfer is zero at the 
top and increases to a maximum at the base of the film. 

The heat transfer rate, QDIS> in equation (3) can be found from the 
heat flux Q. The area on one side of the wall for a given heat flux value 
is Ay per unit length of wall, where Ay = Ax/sin 6. Thus QDIS = 2QAy 
for each unit length of wall. 

The mass of the liquid evaporated by this heat transfer is given 
as 

Meu = QAy/H (11) 

where Meu is the mass rate of evaporation of the liquid. The mass flow 
rate, Mi, of the fluix flowing into a region of the film is found from the 
mass balance 

Mi = Mm + Mo (12) 

where Mo is the mass flow rate of the liquid flowing out of the region 
into the region above. Liquid flow in the meniscus is shown in Fig. 
2. 

The average flow velocity, Ua, of the liquid entering any region is 
given by 

Ua = Milpxt (13) 

G r o o v e 

W a l l 

V a p o r 

Fig. 2 Description of the flow field up the meniscus 
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where t is the film thickness at the height corresponding to Ua. A 
wedge flow model can be used to determine the pressure gradient, 
dP/dr\f, required for the flow [13]. The flow field has a wedge angle 
formed by the tangent to the meniscus and the solid wall. Sparrow's 
[14] solution to the wedge flow problem can be expressed as 

= UaPlv cos2 0[(£fle/20) cos X + 4] 

Az2[cos X - (1/X) sin X]gc 

where Re = Ua2<j>r/i>, X = (|4 + £fle/2<f>| 1/2)<l>, <t> is the wedge angle, 
p is the kinematic viscosity, f is a constant, r = t/sin ij>, and Xz = t cot 

In the evaporating film the wedge angle is very small and the 
pressure gradient dP/dr\f is approximated by the limiting case of 
equation (14) as 4> goes to zero which is given by 

dP/dr\f=3i>UaPl/gct
2 (15) 

The total pressure gradient, dPi/dr, forcing the liquid up the wall 
must include the elevation head as well as dP/dr\f thus, 

dPi/dr = dP/dr\f + Plg cos (90 deg - 0), (16) 

where cos (90 deg - 8) is a correction term for wall angles other than 
90 deg. Equation (16) can be rewritten as 

dPildt = [dP/dr\f + Plg cos (90 deg - 8)}/<j>, (17) 

(18) 

since dPi/dr = dP\/dt{dt/dr) = (sin ij>)dP\ldt, and sin <f> ~ >$>• 
The dominant pressure in the evaporating film is the disjoining 

pressure and the pressure gradient dPJdt is equal to dPd/dt and, 

_ [dP/dr\f + pig cos (90 deg - 8)] 

* ~ dPJdt 

The pressure gradient dPj/dt can be found by differentiating equa
tion (7) to give, dPd/dt = pifl[(ln atb)(dTlu/dt) + Tlu

ab^b~1'>/atb], 
which reduces to dPd/dt = PrR In atb(dTu/dt) + (piRTiM/t. 

Calculations, using water as the liquid, have shown that the first 
term on the right is at least two orders of magnitude smaller than the 
second and is negligible so that 

dPJdt = (PlRTlDb)/t (19) 

and 

</> = [dP/dr\f + Plg cos (90 deg - 0)]t/piRTivb (20) 

Equation (20) will be used to calculate the wedge angles for the flow 
field. The initial wedge angle, <£°, at the top of the evaporating film 
can be found from equation (20) if dP/dr[f is set equal to zero, re
sulting in 

<t>° = g cos (90 deg - 8)t°/RTlub (21) 

The thickness of the film at any point n + 1 is found from, t„+i = tn 

+ (AxiJ>n/sin 8) where (/>„ has replaced tan </>„ since </>„ is very 
small. 

The Intrinsic Meniscus Region. The basic heat transfer 
mechanism in this region is still evaporation from the liquid-vapor 
interface, but the film thickness is larger so that equations will account 
for conduction effects through the film. The evaporation heat transfer 
process is represented by Newton's law of cooling 

Q = heuf(Tlv - T„), (22) 

where 

heuf • 2 - J U [RI W F-
and the conduction contribution is 

•• K i ( T ( x ) - TlB)/t, (23) 

where K% is the conduction coefficient for the liquid. Combining 
equations (22) and (23) to eliminate Tlu gives 

heufKi 

Kt + he0ft ' 
-(T(x) - T„). (24) 

The expression for the heat transfer rate, QBIS, used in equation (3) 
is Qms = 2QAy. 

The mass of liquid evaporated, the average velocity and the pres
sure gradient for the liquid flow, can be calculated using equations 
(11-14). The total pressure gradient in the liquid to cause the flow 

dPJdr = dPldr\, + Plg cos (90 deg - 8) (25) 

The forcing function for the flow is the decrease in curvature of the 
meniscus. 

The capillarity equation for a wetting film is given as 

Pi = P„- aKcl (26) 

where a is the surface tension and Kcr is the curvature of the meniscus. 
Differentiating equation (26), assuming Pu and a are constants, gives 
dP\/dr = —a(dKcr/dr), or 

dKJdr = - - [dP/dr\f + Plg cos (90 deg - 8)}. (27) 

A finite difference form of equation (27) is used to calculate the cur
vature at points down the meniscus. A value for the curvature is as
sumed at the top of the intrinsic meniscus and the assumed value 
checked by requiring that \IK„ at the base of the intrinsic meniscus 
equal one half the groove width. 

The thickness of the film at any point down the meniscus is calcu
lated from the finite difference form of the curvature equation, 

d2t/dy2 

Kcr = - (28) 
[1 + (dt/dy)2]3'* 

The wedge angle <ji, needed for equation (14), can be found from the 
equation 

4>n = arctan (At/Ay) (29) 

where At is the change in thickness for distance Ay along the wall. 
A check on the location of the base of the intrinsic meniscus is ob
tained by requiring that the wedge angle equal the wall angle when 
the thickness is equal to one half the groove width. Below the base of 
the intrinsic meniscus heat transfer is represented by a convection 
process to the liquid. 

Convection to the Liquid. The portion of the wall below the 
extended meniscus is surrounded by liquid at bulk temperature, TL-
Newton's law of cooling applies 

Q = h![T(x) ~ TL], (30) 

where the value hi = 50 Btu/hr-ft2-°F (283W/m2-°C) was used. This 
value is at the low end of the range for forced convection heat transfer 
coefficients for water. The heat transfer rate, QDIS. in equation (3) 
is found from the heat flux, Q, using QDIS = 2QAy. 

Meniscus Curvature. The equations presented for the four re
gions are solved using finite difference techniques. The solution starts 
at the top of the evaporating film region and integrates toward the 
base. Coming down the meniscus, the equilibrium non-evaporating 
thin film (Region I) ends when the film thickness is t° (predicted by 
equation (9)) and the meniscus continues in the direction <l>° (specified 
by equation (21)) into the evaporating thin film region (Region II). 

In Region II the best way to model the combined effects of a pres
sure gradient resulting from a curvature gradient with one resulting 
from a thickness gradient is not known. Kamotani [15] points out that 
a rigorous analysis for a perfectly flat wall surface may not be valid 
for an actual surface, roughness of order 10 - 7 m. 

In our model, the evaporating film is joined to the intrinsic meniscus 
(Region III) by matching the pressure from the thickness gradient 
to the pressure resulting from the curvature gradient and also by 
smoothly connecting the meniscus profiles, or first derivatives, in each 
region. The second derivatives (curvature) were not matched. 

It is difficult to say how much eft'ror is introduced by not matching 
curvatures between these regions and also by not superimposing two 
pressure gradients by a linear or nonlinear combination in the evap
orating film region. However, both Wayner [16], Kamotani [15] and 
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this paper agree that less than 10 percent of the total heat dissipation 
occurs in the evaporating film region. This low fraction of the total 
heat dissipation would indicate some flexibility for making approxi
mations in this thin region. Additionally, the dimensions of this thin 
region are 10 - 7 m which are the same order of magnitude as surface 
roughness, making any analytical solution very complex and uncer
tain. 

The intrinsic meniscus, Region III, continues to zero slope at the 
middle of the groove. Region IV accounts for heat transfer by con
vection below the meniscus. 

Results 
Calculations are presented for a grooved plate with dimensions 

0.020 in. (0.508 mm) wide grooves separated by walls 0.050 jn . (1.27 
mm) high. The width of the walls was one of the independent pa
rameters and varied from 0.001 in. (0.0254 mm) to 0.010 in. (0.254 
mm). A wall angle of 90 deg (1.57 rad) was used. All calculations are 
based on 1 ft (0.304 m) of groove length. 

The temperature of the vapor, T„, and that of the liquid, Tj, sur
rounding the wall was set at 500°R (277.57 K). The heat transfer rate 
from the wall was controlled by choosing a value for the temperature 
at the top of the wall, Tend. Values used for Tend were 500.25°R 
(277.72K), 500.5°R (277.86K), and 500.75°R (278.0K). 

Setting a value for Tend — T„ does not establish a constant heat flux 
from the wall, since changing either the wall thickness or the con
ductivity of the wall will change the temperature distribution in the 
wall. This in turn changes both the heat transfer rate in the intrinsic 
meniscus region and the convection rate to the liquid. 

The constants a and b used in equation (6) were assigned the values 
of 1.5336 and 0.0243, respectively, for film thickness, t, in feet. Those 
values were obtained by fitting a curve of the form atb to the data 
Deryagin and Zorin [11] have obtained for a water film on glass. It is 
expected that these data apply only at low temperatures on the order 
of40to60°F(4 .4 to l5 .5°C) . 

The heat flux from the wall as a function of the height above the 
base is shown in Fig. 3. In all cases the heat flux increases in the 
evaporating film region, reaches a maximum in the transition region 
and then decreases in the intrinsic meniscus region. 

The size of the evaporating film region depends on the amount of 
heat dissipated in that region. Table 1 gives the representative values 
for the height of the regions for each of the values of (Te„d — Tu). 

The total heat transfer for the evaporating film region accounts for 
a maximum of only about 8 percent of the heat transfer from the wall 
(see Fig. 3). The heat flux as well as the total heat transfer rate in this 
region depends primarily upon the values of (Tend ~ Tu). Table 1 lists 
the overall heat transfer rates for the evaporating film region for the 
Values Of (Tend -T0). 

The temperature increases in the wall associated with these heat 
transfer rates are very small, on the order of 10~3°F (5.55 X 10 -4°C), 
and the effect of this temperature increase on T\u is negligible. Thus 
Paiv is a function only of the film thickness and the heat flux is es
sentially dependent upon the disjoining pressure. The highest heat 
flux in the evaporating film region is at the very base where the 
magnitude of the disjoining pressure is decreasing the fastest. 

The development of equation (19) was dependent upon the term 
In (atb)dTu,/dt being less than bTiJt. A typical value of dTxJdt for 
the tests run was on the order of 105oF/ft whereas a typical value of 
T\„(b/t) is on the order of 109oF/ft. This would seem to substantiate 
the assumption that piR In (atb)dTiu/dt is negligible. 

The maximum heat flux from the wall occurs in the transition re
gion between the evaporating film and the intrinsic meniscus. At this 
point the heat flux is still primarily determined by the pressure drop 
(Puiu0 ~ Pv) which is essentially dependent upon the temperature 
difference (Tend ~~ Tu). Table 1 lists the maximum heat flux for the 
different values of (Tend _ T0). 

The equation for the heat flux in the intrinsic meniscus region is 
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Fig. 3 Heat flux from walls of different thickness maintaining T0„a — T, = 
0.25°F (0.14°C) and K = 25 Btu/hr-fl-°F (43.3 Watts/m-°C) for the wall 

Table 1 Heat transfer data and meniscus configuration in the 
evaporating film region for a single groove surface and liquid 
interface. Calculations are based on 1 ft. (0.304 m) of groove 

length and for a single interline 

J end ^ u 

Rate of heat 
dissipation 

Maximum 
heat flux 

Evaporating 
film height 

Intrinsic 
meniscus 
height 

Fahrenheit 0.25 
Centigrade 0.14 

Btu/hr 0.134 
Watts 0.0393 

Btu/hr-ft2 1.51 X 104 

Watts/m2 4.67 X 104 

in. 17.28 X 10-4 

mm 0.044 

in. 9.24 X l o - 3 

mm 0.235 

0.50 
0.28 

0.245 
0.0718 

3.08 X 104 

9.53 X 104 

8.16 X 10-4 

0.021 

9.24 X 10-3 
0.235 

0.75 
0.42 

0.323 
0.0946 

4.62 X 104 

14.29 X 104 

4.56 X 10"4 

0.012 

9.10 X l o - 3 

0.231 

heufKi 
(T(x) - T„), 

Kx + heuft 

Thus, in this region, the decrease in the heat flux as the film thickness 

increases is partially offset by the increase in wall temperature. Fig. 
3 shows that the heat flux from the wall at any given location in the 
intrinsic meniscus region increases as the wall thickness decreases. 
As the wall thickness decreases there is a tendency for the film 
thickness at a given location to decrease also. This decrease in film 
thickness as well as the increasing temperature gradients are the 
forcing functions for the increased heat flux. 

The increase in the temperature gradients in the wall, corre
sponding to a decrease in wall thickness, causes an increase in the 
convective heat transfer rate to the liquid. In all tests the liquid 
temperature was considered the same throughout the liquid and so 
the temperature difference (T(x) — TL) increased towards the base 
of the wall. Thus, it is evident that the convective heat flux increases 
both towards the base of the wall and as the wall thickness de
creases. 

Fig. 4 illustrates some interesting conclusions concerning where the 
heat is leaving the wall. Except for very closely spaced grooves or very 
thin walls, more than 80 percent of the heat is transferred in the in
trinsic meniscus region and most of this heat is transferred in the top 
half of this region. It appears the triple interline, that forms the large 
heat sink, is in reality a region some 0.005 in. (0.127 mm) to 0.006 in. 
(0.152 mm) high at the top of the intrinsic meniscus for the materials 
and dimensions used in our study. 

The rapid increase in the portion of the heat transferred to the 
liquid as the wall thickness decreases is somewhat misleading. These 
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high heat transfer rates are the result of values for T(x) that are much 
higher than could be achieved without boiling. 

If it is assumed that the difference (Tbase - Tv), as shown in Fig. 
5, is analogous to the excess temperature for pool boiling, then it would 
be expected that (Tbase - Tv) has some maximum value above which 
boiling would occur at the bottom of the groove. This boiling, which 
would destroy the capillary flow patterns, would be one possible form 
of failure for the heat transfer mechanisms. 

Journal of Heat Transfer 

Conclusions 
The model developed in this study is recommended for describing 

the heat and mass transfer from a surface wetted through capillary 
grooves. The presence of a region of high heat transfer rates is dem
onstrated by the model. For the conditions used in our. calculations, 
this region, called the thin-film transition region, is approximately 
0.005 in. (0.127 mm) to 0.006 in. (0.152 mm) high and is located at the 
top of the intrinsic meniscus. This region accounts for approximately 
80 percent of the heat dissipation from the wall. 

The heat transfer from the evaporating film region is of significantly 
less importance since, for the conditions used in these calculations, 
this region was responsible for only about 8 percent of the total heat 
transfer. It should be recognized that a change in the adsorption 
characteristics in the thin liquid film could increase the importance 
of the heat transfer in the evaporating film region. This would require 
a film for which the magnitude of the disjoining pressure decreases 
rapidly allowing significant evaporation to occur. 

The major limitation on this model is a lack of published data on 
the adsorption characteristics of thin liquid films on metals. Film 
thickness versus saturation pressure data as found in [11, 17] are 
needed for commonly used metals such as steel, brass, aluminum and 
copper. 

Finally, the most important finding presented in this paper is a 
conceptual experimental method for detecting the heat and mass 
transfer effects that occur in the vicinity of a liquid-solid-vapor in
terline. By controlling the groove spacing and shape, and by measuring 
the vapor temperature Tv, the base temperature Tb, the tip temper
ature Te, and the heat dissipated by the wall QDIS, one is able to isolate 
and quantify the effects of interline heat transfer. 
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Three-Dimensional, Steady-State 
Heat Conduction in Cylinders of 
General Anisotropic-Media1 

This paper provides the analytical solution of three-dimensional steady-state heat con
duction in solidand hollow cylinders of general anisotropic-media. By the use of Fourier 
transforms and a change of variables the partial differential equation is reduced to Rum
mer's equation. Some calculated results for a solid cylinder are shown and discussed. A 
parameter y is found to represent the coupling effect of three-dimensional anisotropy. 
For small values of y, an approximate solution is recommended. The inequality a > 0 
which was found in an earlier paper is further discussed. 

1 I n t r o d u c t i o n 

In an earlier paper [1] we have shown that a number of the first-class 
problems of heat conduction in anisotropic media can be transformed 
into corresponding problems in isotropic media. Such transformations 
were conceived from results in [2-4] which were obtained by the use 
of integral transforms and also from the separation of variables [4, 
5]. 

In the case of three-dimensional heat conduction in a general an-
isotropic-medium which is homogeneous in circular cylinder coordi
nates, however it is no longer possible to transform an anisotropic 
problem into the corresponding isotropic one, except for the special 
case: v23

 = i/i2"i3 [1]- Nonetheless, such problems as well as their 
Green's functions can still be handled by the technique of Fourier 
transforms as well as the classical method, as was pointed out in [4]. 
In this paper only the solution of two simpler problems is reported: 
steady-state heat conduction in solid and hollow cylinders of infinite 
length with the boundary condition or conditions of the first kind 
(Dirichlet) and without distributed heat source in the medium. Ob
viously, these problems are of the first class defined in [1-3]. 

2 S t a t e m e n t of P r o b l e m s 
The steady state heat conduction in an anisotropic medium which 

is homogeneous in circular cylinder coordinates (r, 6, 2) may be stated 
as: 

Trr +• - T r + 21/12 - Tr0 + V22 ~ Tm + 2vl3Trz 

r r rl 

+ 2v23 - T„z + v13 - T2 + vmTzz = 0 
r r 

(2.1) 

where i>tj denotes the ratios of thermal conductivity coefficients with 
i, j = 1 2,3 designating r, 6 and 2, respectively; T is the temperature; 
and subscripts r, 6 and 2 of T represent the differentiation with re
spect to these spatial variables. The boundary conditions may be 
written in the general form, although only the solution of (2.1) subject 
to boundary conditions of the first kind are shown. For the solid cyl
inder, 0 < r < r0, 

C0(Tr+ v12-T,+ v13Tz)+hT 
r 

for r = ro, -

T = finite for r ' 

. /o(0,2) 

0 

T> 
-e<z<£ 
e <z < -e 

0, |2 | < • 

(2.2) 

(2.3) 

1 This study was supported in part by the National Science Foundation, ENG 
76-83367. 
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and for the hollow cylinder, n < r < r2, 

Ci(T r + 1/12 - Te + v13Tz) - h{T = h(d' Z) 

r 0 

for r = n, -IT < 0 < it, 1 Z x (2.4) 
£i<z<-ti 

C2(Tr + 1/12 - To + vwTz) + h2T = M0' Z) 

r 0 

for r = r2, —K < 6 < ir, ~ 2 - z " ^2 (2,5) 
£2<z<-£2 

where either c's may be equal to zero or unity and h is a known con
stant including zero so that boundary conditions of the first and 
second kinds are included. 
In order to obtain unique solutions for all cases, we impose also 
the condition 

T = Q, (2.6) 

This requires that all prescribed nonvanishing data are to be confined 
in finite interval or intervals of 2. 

3 R e d u c t i o n of G o v e r n i n g E q u a t i o n s 
We now try to reduce (2.1) to an ordinary differential equation 

involving the independent variable r only by the application of the 
complex Fourier and the periodic transforms defined by: 

g(r, n,w)= C ' C g(r, 8, z)e-in°-ia>zdddi 

*±/l rc = — 00 %J — 00 

(3.1) 

(3.2) 

where the function g(r, 8,z)\s, assumed to be absolutely integrable. 
Applying the transform (3.1) to (2.1), we obtain 

r2Trr + (1 + 2inv12 + 2iwv13r)rTr 

+ (-n2v22 - 2nwv2ar + iwvX3r - v33di2r2) T = 0 (3.3) 

If we let 

71 = (f,(r)r-inv\2+\n\iii2 g-ru(l>i3+/3i3) (3.4) 

where ft3 = (v33 - vl3
2)112, and /312 = d'22 - yi22)1/2 then (3.3) can be 

further transformed into the standard form of the confluent hyper-
geometric equation [5]: 

r<t>rr + (1 + 2|rc|/312 - 2o)ft3r)0r 

. - (/313co + 2|n|/312/313(o + 2 n w 7 ) 0 = O (3.5) 

Now we apply the transform (3.1) followed by (3.4) to boundary 
conditions (2.2-2.5) and (2.7) to obtain for the solid cylinder 
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Ctfr + lco^^-CeuPu + h]* 
ro n=l Vol 

iFi(b0 - a0; b0; - 2a)p\3r) 

•• f0(n, w)rQ
in,,ir-\n\0w e ^ ' " s + f t » l , r = r0 (3.6) 

- cos <p\ 
,iFi(60 - o0; 60; - 2cop\3r0) 

dco dz'cW' (4.7) 
i f i(o0; 60; - 2tu/3i3r) 

H ; : ; COS <(>2 

where 
iFi(a0; b0; - 2a)/313r0) 

fo(n, w) = j ^ £ ° f0(0, z)e-in»-i" 
where 

'-d8dz (3.7) 

and for the hollow cylinder 

n 
Ci4 + C i - - C 1 W ^ i 3 - / l l U 

\ n I 

<Pi = n 

<p2 = n 

= fi(n, w)ri'n»i2_lnl^ia eri;o(','i3+Ci3>j r = ri (3.8) 

(8 - 8') - v12\n-
1 

( 0 - 0 ' ) - x 1 2 l n -

Cz<t>r + |C 2 — - C2C0/3i3 + /X2| 0 

<p0 = &>[(z - z') + p13(r0 - /•)] 

r 

ro. 
r 

ro. 

The integral with kernel involving Bessel function can be evaluated 
with respect to cu by the residue theorem so that 

+ <Po 

• V>o 

= fc(n, a))r2
i'""12_l"l'3l3er2"<>>'i3+/3i3)j r = r2 (3.9) T(r,8,z) 

1 Jo(HmPiar) 

where /1 and J2 are the transforms of fi and f2, respectively. 
It is seen from (3.5-3.9) that we have achieved our attempt of using 

transform (3.1). 

4 Sol id Cy l inder 
Equation (3.5) is also known as Rummer's equation whose solution 

involves in general Rummer's functions of the first and second forms 
[7]. By the condition that T is finite at r = 0, we have to discard the 
second form, so that 

27r/3i3r0 m=\ JiG^m/Wo) 

X fX P f(8',z')e-^z-z'+'^r»-r^dz'd8' 

1 °° / r \»0i2 {** n£ n™ 

+ —9T.[-\ I I /(fl'.zOe-^e-o-r). 
27T 2 „ = l U ' 0 / J-TtJ-tJu>=0 

iFi(b0 - o0; 6ol - 2w(313r) 
iF 1(60 ~ aol &o; - 2uP13ro) 

c o s tpi 

iFi(o0; 60; 2<o/?i3r) 
+ ~rr^ :—:—~—:— cos <̂ 2 

tf> = AiFila; b; 2ufi13r) 

where iFi denotes Rummer's function of the first form [5]; 

o = ^ + | r a | J 8 1 2 + - ^ - 7 ; 6 = l + 2|n| i81 2 (4.2) 
2 P13 

and A, an arbitrary constant, is determined by the boundary condi
tion: 

— T „ dG'dz'dw (4.8) 
iFi(oo; b0\ 2co/313r0) 

(4.1) The second integral in (4.8) can also be evaluated with respect to co, 
but the result involves nonorthogonal eigenfunctions with complex 
eigenvalues and therefore more time is required in the numerical 
computation of T(r, 8, z) [6]. 

<t>{ro) = ?o(n, w)roin"a~^lia e<"r°('"i3+fr3>; r = r0 (4.3) 

to yield 

where 

iFi(a0; 60; 2i»Pi3ro) 
(4.4) 

a0 = -+\n\ 
y 1 

hz + — ; bo • 
P13/ 

5 H o l l o w C y l i n d e r 
For the hollow cylinder r\ < r < r2, the general solution of (3.5) is 

in the form [8]: 

<t>(r,b>,n) = AlF1{a;b;2a>p13r) + BU(a;.b;2(l>p13r) (5.1) 

where a and b have been defined in (4.2); and the function U(a; b; 
2w(3i3r) is a linear combination of 1^1(0; b; 2aPi3r) and (2o)/3i3r)

1-b 

i-Fi(l + a — b; 2 — b; 2o)/?i3/
-) which is usually called Rummer's 

function of the second form and has been partially tabulated [8, 9]: 

. „ , Q a > - {iFi(a;b;2u!313r) 
U(a; b; 2«/3i3r) -

(4.5) 
sin Trb T(l + a - b)T(b) 

(2co/3i3r)1-6iF1(l + a - b; 2 - b; 2cop\3r 

Substituting (4.4) into (4.1) and the result into (3.4), we obtain 

iFi(a0; 60; 2w/313r) 

(5.2) 

T(r, n, w) = f0(n, a) 
iFi(a0; 60; 2o)/313r0) 

X r o inoiz—|n| |8l2 gWoU'^ia+flls) ( 4 . 6 ) 

The inverse of T(r, r\, to) gives the temperature field: 

T(r,6,z)=-±- f* C1 C" f(8',z' 
2ir2 J-n J-e Ja=o 

— - « — - ^ . N o m e n c l a t u r e — . — — -

^o(w/313r) 

Io(o>Pi3ro) 
COS ifio 

Y{a)Y{2 - b) 

where the principal branch has been taken and a, b remain the same 
as defined in (4.2); and V denotes Gamma function. 

The arbitrary constants A and B in (5.1) are determined by the 
boundary conditions. We consider first the case: 

T(rh8,z) = 0, —ir<8^ir, | z | < °° 

f2(8,z), —n-<fl<Tr, -e2^z^e2 

0 e2<z<-e2 

(5.3) 

T(r2, 8,z)=' 

o = - + | i » | j 8 i 2 + - ! -
^ P13 

b = l + 2\n\P12 

I = boundary data 
1^1(0; b; x) = first form of Rummer's func

tion 
h = heat transfer coefficient/Zen 
Io(x) = modified Bessel's function of first 

kind, order zero 
Ja (x). = Bessel's function of first kind, order 

a 
KQ(X) = modified Bessel's function of second 

kind, order zero 
kij = thermal conductivity coefficients 
r = radial coordinate 

_ _ r 

ro 

ro = radius of solid cylinder 
ri, r2 = radii of hollow cylinder 
T = temperature 
U(a; b; x) = second form of Rummer func

tion 
Yo(x) = Bessel's function of second kind, 

order zero 

z = axial coordinates; z = — 
ro 

012 = ("22 - * 1 2 2 ) 1 / 2 

013 = ("33 - * 1 3 2 ) 1 / 2 

T(x) = gamma function 
T = "23^- C12V13 

8 = angular coordinate 
vtj = kij/kn 

to,?? = transformation parameter 
5J = co0i3ro 
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which gives for — ir < 6 < -w 

<p = 0, r - rlt \z\ < (5.4) 

J2(n, o ) ) r 2
; " ^ - I M t e o ( . 

0 
e(ii '13-^i3)wr2 j r = r^t 

e <z < -e 

After the determination of A and B, we obtain 

<j>(r, 0, to) = /2(co)e'"i3''"' 

/o(w(3i3ri)Ko(aj^i3r) - 70(<>>/8i3r)-K'o(<W3i3'-i) 

(5.5) /o(wj8i3ri)K'o(co^i3',2) - /ofto/Sis^-Kofw/Wi). 
(5.6) 

•0(r, n, w) = h(n, u)r2
in'^-n^ 

iFi(a; b; 2a^13r1)U(a; b; 2w/313r) - jFi te; b; 2coPi3r)U{a; 6; 2«/3i3ri) 

iFiCo; 6; 2&>/?i3ri)t/(a; 6; 2a)|8i3r2) - iFi(a; 6; 2a)/?i3/-2)[/(a; 6; 2w/313ri) 
(5.7) 

Substituting (5.6) and (5.7) into (3.4) and taking the inverse, we 
obtain the temperature distribution: 

/ 

J0(«|8i3ri)Ko(<o(8i3r) - Io(uPi3r)Ko{o>Pi3r{) T(r,0,z) = — j I j /2(0',z')/ 
2iH J-* J-ti Jw=o 

cos<p0+ £ - e - ^ t o - r ) 
/o(«oj8i3'-i)ifo(«'/8i3»-2) - 7o(wpi3/-2)K0(co(313ri) „=i W 

/•,\2n(3i2 

• cos Vi • 

— iFi(60 - «o; 6o; - 2w/3i3ri)ii?i(l - a0; 2 - 60; - 2a)/313r) 

/ n \ 2 " 0 1 2 

iFx(60 - a0; 60; - 2w/?i3r2)1F1(l - o0; 2 - fe0; - 2co/313/-i) - — i^i(bo - ao; &o; - 2a;/313ri)1F1(l - o0; 260; - 2a)/313r2) 
\r2/ 

- iFi(a 0 ; 60; - 2«/?i3ri(iFi(l + a0 - 602 - b0; - 2co/313r) 

/ri\2n/3l2 

iF^ao; fe0; - 2u l813r2)iF1(l + o0 - b0; 2 - 60; - 2&>/3i3ri) - — ^1(00! 60; - 2a)/313riF1(l + a0 - 602 - b0; - 2wfi13r2) 
rri 

where (5.2) has been used and 

^0 = w[z ~z' + v13(r2 - r)) 
• COS <p 2 

<pi = n 

<p2 = n 

- 8 ' - v12 In l - j + ^0 

d o dz' d0 ' (5.8) 

9' - v12 In 
'•2/J 

• <Po (5.9) 

If the outer surface condition is homogeneous while the inner sur
face is prescribed as: 

fi(d,z) -£1<z^£1 
T(r, 8, z) = 

0 ' - 7T < 8 «= IT, £l<Z<-£l 
(5.10) 

T(r2, 8, z) = 0, -Tr<8<ir, \z\ < <*> 

the temperature field can be obtained by the same way. The result 

1 /"•*" / ^ i z300 

r ( r , f l , 2 ) = — j I h(6',z') 
A)(<W?i3r2)Ko(toffi3r) - /o(ai/3i3/-)go(ajffi3r2) - IrMffu „ , , 

cos 00 "1" £ —I e_wPi3^ rv 
Io(uPi3r2)K0(o)fii3ri) - Io(iof}lsri)K0(u>Piar2) n=i\rj 

iFi(b0 - a0; b0; - 2aPi3r2)iF1(l - a0; 2 - b0; - 2w(3i3r) • 
' r \2«0i2 

F^feo - a0; b0; - 2a>/313r)1F1(l - a0; 2 - 60; - 2w/313r2) 

cos v?i 

(n\ 2 "^ i2 
— lFiibo - a0; b0; - 2toj313r i h F i U - o0; 2 - b0; - 2co/3i3r2) 

^1(00; 60; - 2cu/313r2)1F1(l + 00 - 6ra0; 2 - b0; - 2w^13r) - I—J " ' V i f a o ; 60; - 2a)/313r)1F1(l + a0 - 60; 2 - b0; - 2a)/?13r2) 

+ _ 

iFi(a0; 60; - 2a)/3i3r2)iF1(l + a0 - 60; 2 - b0; - 2w/313n) - — " '^Fifao; b0; - 2co/3i3r1)iF1(l + a0 - b0; 2 - 60; - 2<oj8i3r2) 
V2/ 

COS 1^2' dwdz'dB' (5.11) 

where 
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<Po' = u[z - z' + vw(ri - r)} 

<Pi = n 

<p2 = n 

' - 0 ' - K 1 2 l n | -

- j»12ln — 
rill 

+ fo' 

- <Po (5.12) 

Thus the solution of the general Dirichlet problem can be obtained 
by the simple superposition of (5.8) and (5.11). 

6 S p e c i a l "Cases 
In Sections 3 and 4 many detailed steps of derivation cannot be 

shown due to the limited space available here. One way to verify the 
correctness of (4.7) or (4.8) and (5.8) or (5.11) is to inspect whether 
they would reduce to simpler cases and those for isotropic media. 

If we put 1̂3 = v23 = 3̂3 = 0, (4.7) and (5.8) reduce to those reported 
in [4]. Setting v\i = V22 = 0, (4.7) simplifies to 

T(r, z) £ 
JoiKr) 

/3l3''On=lt/l(An'"o) 

{** 

where \ n are the positive roots of 

JoiKro) = 0 (6.2) 

and (5.8) reduces to 

013 n=l Nn 

j /2(2 ' )e-*"/0i3l2-2 '+"i3( ' -2- ' ->ldz ' (6.3) 

where 

Xn 
JoiKr) Y0(A„r) 

Jo(Kr2) Yo(Kr2) 

and A„ are the positive roots of 

Nn = r2*Xn>Hr2) - r^Xn'Hn) 

0 (6.4) 
Jo(Kr2) Y0(Xnr2) 

Results (6.1) and (6.3) could have been readily written down from 

1.0 

0.8 

(T/T.) 

0.6 

0.4 

0.2 
v 

—1—1—1—1—1—1 

// 

1 ! 1 1 1 

1 1 1 

[ —1 L 

—i—r~ - i i i i 

0 5 * 

I i i i i 

0 . 9 ^ x 

-10 -08 -06 -0.4 -0.2 0 0 02 0.4 0.6 OS 1.0 1.2 
1 

Fig. 1 Axial temperature variation of isotropic and anisotropic medium with 
radial position. — anisotropic; — isotropic (012 = /S13 = 1.0, p12 = 0.4, j / 1 3 
= 0.25, v23 = 0.3) 

results for the corresponding isotropic medium according to [1]. 
We now consider a very special anisotropic medium with 7 = v2z 

— v\2V\s = 0. For this case, (3.5) reduces to: 

r<t>rr + (1 + 2|ra|/S12 - 2w/3l3r)<l>r 

- (|813to + 21 n IJ812/813W) <l> = 0, 0 «= /• < r0 (6.5) 

and (4.7) simplifies to 

2irro „=o m »i Jn+i(^nmro) 

x C* f f0'> z')e-Xnml*-z'+"u<-r<>-rWcos n 
J-ir J-e 

9-6'- v12 In — dz'dd' (6.6) 
Tj. 

where e = 1 if n = 0 and e = 2 otherwise; and Xnm are the psoitive roots 
of 

JA\r0) = 0 (6.7) 

Again the result (6.6) can be readily written down from that for the 
corresponding isotropic problem [1] and also be obtained from the 
inverse of (3.4) where (j> is the solution of (6.5) satisfying boundary 
condition (4.3). 

7 C a l c u l a t e d R e s u l t s for So l id C y l i n d e r 
Both (4.7) and (4.8) had been used for calculation, but (4.8) was 

found more convenient. Some calculated results of the temperature 
distribution are shown in Figs. 1-4 for the following data 

v12 = 0.40; p13 = 0.25; v23 = 0.30 

/812 = 1.0; 0i3 = 1.0 

T0 cos -

fo- -7T < 6 <S TT, 
-r0 « 2 ^ r0 

r0<z < -r0 

where T0 is a constant. In this case, the temperature field is given by 
the following expression: 

T _ 2 

T 0 ~ T r 

(_X)n+l(p)n^i2 ° . ,_, Jo(iinr) . is ~ i - i r " r H T ™ r-e°>v 

J: A„(2) + - z ——2—— - = 
1=1 ^o(Mn) T n = l (An'— I) Jo 0) 

(r-1) 

(T/1) 

0.6 

0.5 

0.4 

_ 

-

1 

1 

1 1 1 1 1 1 1 

1 1 1 1 1 1 1 

1 1 

^ ^ 2 = 0 , 5 

1 1 

1 1 1 

\ \ v 

1 1 1 

1 

\ 

1 

1 1 

-

-

1 1 

-60° 180" 

Fig. 3 Azimulhal (angular) temperature variation at different axial positions; 
r = 0.25. anisotropic; — isotropic 

Fig. 2 Azimulhal (angular) temperature variation at different axial positions; 
r = 0.7. anisotropic; — isotropic 
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Fig. 4 Azimuthal (angular) temperature variation at different radial positions; 
- - - z = -0.5; z = 0.5 
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iF^bo - a0; b0; - 2cor) 
. -— cos <p i 

iFi(60 - a0; b0; - 26)) 

iFi(a0; b0; - 25r) 
' ^ — COS (^2 

i^i(ao; &oJ - 2w) 

where (x„ are the positive roots of 

dm 

Jo(Hn) = 0 

(7.1) 

(7.2) 

and 

je-Mn [2-l-H3(f- l)J _ g-enp+l-i- iaff- l)]); i^^^-0 
V-n 

A „ ( ? ) = |2 - e -^ n |5 - I -»13<?- l ) | - e-fn[2-l--13(?-l)]) ; 

2 ! < 0, 2 2 > 0 

| e-M„|H-l-1 .1 3(r- l ) | - e - M n l z - l - m f f - D l j j ^ ^ ^ O (7.3) 

with 

zi = (z - 1) - <-i3(r - 1); 22 = (z + 1) - ^ ( r - D 

- z ~ a - '" 
z = —:; OJ = copi3r0; r = — 

n> ''o 

£i = n[0 - ci2 In F] + —- [z - i ^ P - D] 
Pl3 

?2 = n[8- v12 In r] - ~ [z - v13(r - 1)] (7.4) 

In order to gain more insight into the role of parameter 7(= ^ 3 ~ 
vviVvz), some calculated results of the temperature distribution are 
shown in Tables 1 and 2. In each row of Table 1, the upper-level data 
are calculated for 7 = 0.2 from (4.8) which is exact whereas the 
lower-level data are calculated by setting 7 = 0 no matter whether it 
is actually zero or not, i.e., from (6.6) which is approximate. The 
lower-level data in each row of Table 2 represent the temperature 

Table 1 Nondimensional temperature distribution. /?i2 = 1813 = 1, J>12 = 0.4. i>13 = 0.125, K23 = 0.3, 7 = 0.2, r = 0.7. Data in lower level of each row 
are for 7 = 0. 

distribution at r = 0.7 for an isotropic medium while the upper level 
data are for an anisotropic medium with 7 = 0.8. 
8 D i s c u s s i o n s a n d C o n c l u d i n g R e m a r k s 

Calculated results in Figs. 1-4 have revealed what we have discussed 
on the effect of anisotropy in early papers [1-4]: The main role of vn 

»i3 and 7 is to shift the temperature profile from symmetric to 
asymmetric while that of /3i2 and /?i3 is to change the magnitude of 
temperature. Therefore vtj(i ^ ;') and 7 have been called shifting 
factors and ftj scale factors. The shifting is in a spiral manner instead 
of rectilinear in an anisotropic medium homogeneous in rectangular 
coordinates [3]. 

The choice of values of /% and vij in the calculation of Table 2 was 
made to isolate the effect of y(= 0.8). It is seen that 7 produces ro
tational and axial shifts as well as the change of magnitude of the 
temperature profile in comparison with that for an isotropic medium. 
However, even for such an unusually large value of 7, the shifting and 
scaling effects are not substantial. 

For small values of y/iPnPis) say <0.5, we may use (6.6) for the 
calculation of temperature distribution in the region not too much 
beyond that where non-vanishing data are prescribed, for instance 
|z I < 1.5 in cases that have been calculated. The maximum error is 
2 percent for 7 = 0.2 and 20 percent for 7 = 0.8, as can be seen from 
Tables 1 and 2. The error reduces for other values of r (not shown in 
this paper). Though the percentage of error increases rapidly as | z | 
increases, yet the magnitude of temperature becomes vanishingly 
small for \z\ > 1.5. 

Consequently, though an isotropic material with ^23 = P12P13 can 
be seldom found in nature or made artificially, the solution (6.6) may 
be employed for the approximate calculation of three-dimensional 
heat conduction in the general anisotropic medium for small values 
of'7/(£i2/3i3). 

It is interesting to note from the solution of (4.8) as well as (5.8) that 
(323 = ("33 ~~ ^232)1/2 does not appear as a parameter and 1*23 enters the 
solution only through 7. Therefore 7 may be considered as a param
eter representing the coupling effect of three-dimensional anisotropy. 
Since vij are usually small, 7 cannot be large unless v%^ > 0 and either 
one of C12 and C13 is negative. 
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= 6 i 3 = 1 . 0 , \>i2 = 0 . 4 , V13 = 0 . 2 5 , «23 0 . 3 , 7 = 0 . 2 , r - 0 . 7 
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Table 2 Nondimensional temperature distribution. /312 = /3i3 = 1, v-\2
 = "13 = 0, i»23 = 0.8, 7 = 0.8, r = 0.7. Date in lower level of each row are for y 

= 0. 

- 0 . 5 - 0 . 3 - 0 . 1 0 . 1 0 . 3 0 . 5 0 . 7 0 . 9 1.1 

-180° 0 . 2 0 9 0 . 2 3 0 0 . 2 3 2 0 .232 0 . 2 3 0 0 . 2 0 9 0 . 1 8 1 0 . 1 5 6 0 . 1 1 8 0 .088 0 . 0 5 8 
0 . 2 2 1 0 . 2 3 9 0 . 2 4 1 0 . 2 4 1 0 . 2 3 9 0 . 2 2 1 0 .194 0 .162 0 .112 0 .076 0 . 0 4 8 

- 1 5 0 ° 0 . 3 0 9 0 . 3 2 3 0 . 3 2 4 0 . 3 1 9 0 . 3 1 1 0 . 2 8 5 0 . 2 4 0 0 . 1 7 9 0 . 1 0 7 0 , 0 6 8 0 . 0 4 7 
0 . 2 9 9 0 . 3 1 9 0 . 3 2 3 0 . 3 2 3 0 . 3 1 9 0 . 2 9 9 0 . 2 6 7 0 . 2 1 6 0 . 1 4 0 0 .086 0 .052 

-120° 0 . 4 6 9 0 . 4 8 3 0 .484 0 .478 0 . 4 6 4 0 . 4 3 3 0 . 3 7 3 0 . 2 7 3 0 . 1 5 1 0 .077 0 . 0 4 5 
0 . 4 5 3 0 . 4 7 6 0 . 4 8 4 0 .484 0 . 4 7 6 0 . 4 5 3 0 . 4 0 8 0 . 3 2 1 0 .197 0 . 1 0 9 0 .062 

- 9 0 ° 0 . 6 1 6 0 . 6 3 4 0 . 6 3 9 0 .632 0 . 6 1 4 0 . 5 7 9 0 . 5 0 7 0 . 3 7 6 0 . 2 0 8 0 . 0 9 9 0 .052 
0 . 5 9 9 0 . 6 2 6 0 . 6 3 8 0 .638 0 . 6 2 6 0 . 5 9 9 0 . 5 4 1 0 . 4 2 1 0 . 2 5 3 0 . 1 3 3 0 . 0 7 3 

- 6 0 ° 0 .727 0 . 7 5 1 0 . 7 6 1 0 . 7 5 5 , 0 . 7 3 6 0 . 6 9 9 0 . 6 2 0 0 . 4 6 5 0 .262 0 . 1 2 5 0 . 0 6 3 
0 . 7 0 8 0 . 7 3 9 0 . 7 5 4 0 .754 0 . 7 3 9 0 . 7 0 8 0 . 6 4 0 0 . 4 9 6 0 . 2 9 6 0 . 1 5 3 0 . 0 8 2 

- 3 0 ° 0 . 7 9 5 0 . 8 2 4 0 . 8 3 8 0 . 8 3 5 0 . 8 1 6 0 . 7 7 9 0 . 6 9 8 0.5.30 0 . 3 0 5 0 . 1 4 8 0 . 0 7 5 
0 . 7 8 0 0 .812 .0.829 0 . 8 2 9 0 .812 0 . 7 80 0 . 7 0 5 0 . 5 4 5 0 .324 0 .165 0 . 0 8 8 

0° 0 .812 0 . 8 4 6 0 .S64 0 .864 0 . 8 4 6 0 . 8 1 2 0 .734 0 . 5 6 5 0 .332 0 . 1 6 5 0 . 8 4 0 
0 . 8 0 5 0 . 8 5 9 0 .857 0 .857 0 . 8 3 9 0 . 8 0 5 0 . 7 28 0 . 5 6 2 0 . 5 3 4 0 . 1 7 0 0 . 0 9 0 

30° 0 . 7 7 9 0 . 8 1 6 0 . 8 3 5 0 .838 0 .824 0 . 7 9 5 0 .724 0 . 5 6 5 0 .339 0 . 1 7 3 0 . 0 9 1 
0 . 7 8 0 0 . 8 1 2 0 . 8 2 9 0 . 8 2 9 0 . 8 1 2 0 . 7 8 0 0 . 7 0 5 0 . 5 4 5 0 .324 0 .165 0 . 0 8 8 

60° 0 . 6 9 9 0 . 7 3 6 0 . 7 5 5 0 . 7 6 1 0 . 7 5 1 0 . 7 2 7 0 . 6 6 8 0 . 5 3 0 0 .327 0 . 1 7 3 0 . 0 9 3 
0 . 7 0 8 0 . 7 3 9 0 . 7 5 4 0 .754 0 . 7 3 9 0 . 7 0 8 0 . 6 4 0 0 . 4 9 6 0 . 2 9 6 0 . 1 5 3 0 .082 

90° 0 . 5 7 9 0 .614 0 . 6 3 2 0 . 6 3 9 0 .634 0 . 6 1 6 0 . 5 7 1 0 . 4 6 3 0 .294 0 .162 0 . 0 9 0 
0 . 5 9 9 0 . 6 2 6 0 . 6 3 8 0 . 6 3 8 0 . 6 2 6 0 . 5 9 9 0 . 5 4 1 0 . 4 2 1 0 . 2 5 3 0 . 1 3 3 0 . 0 7 3 

120° 0 . 4 3 3 0 . 4 6 4 0 . 4 7 8 0 .484 0 . 4 8 3 0 . 4 6 9 0 . 4 4 0 0 . 3 6 8 0 . 2 4 5 0 . 1 4 3 0 . 0 8 3 
0 . 4 5 3 0 . 4 7 6 0 .484 0 .484 0 . 4 7 6 0 . 4 5 3 0 . 4 0 8 0 . 3 2 1 0 .196 0 . 1 0 9 0 .062 

150° 0 . 2 8 5 0 . 3 1 1 0 . 3 1 9 0 .324 0 . 3 2 3 0 . 3 0 9 0 . 2 9 1 0 . 2 5 6 0 .182 0 .117 0 .072 
0 . 2 9 9 0 . 3 1 9 0 . 3 2 3 0 . 3 2 3 0 . 3 1 9 0 . 2 9 9 0 . 2 6 7 0 . 2 1 6 0 . 1 4 0 0 . 0 8 6 0 . 0 5 2 

180° 0 . 2 0 9 0 . 2 3 0 0 .232 0 .232 0 . 2 3 0 0 . 2 0 9 0 . 1 8 1 0 . 1 5 6 0 . 1 1 8 0 .088 0 . 0 5 8 
0 .221 0 . 2 3 9 0 . 2 4 1 0 . 2 4 1 0 . 2 3 9 0 . 2 2 1 0 . 1 9 4 0 . 1 6 2 0 .112 0 . 0 7 6 0 . 0 4 8 

According to irreversible thermodynamics [10] and theory of in
tegral equations [11,12], ka and ft; must be real and positive and vtj(i 
^ j) can be either positive or negative, but no discussion has been 
made about the inequality: a = (/3i2j3i3 - 72)1/2 > 0. It was found in 
an earlier paper [3] that if a < 0 then Green's function does not exist 
and hence there is no solution of heat conduction problems. In fact, 
it can be shown that the inequality a > 0 represents another limitation 
of the second law of thermodynamics [6]; the determinant of kij is 
positive and definite. This, however, does not rule out the existence 
of a solution of the field equations for a < 0. Calculations had been 
done for a % 0 with nonperiodical prescribed-data. A wave-like tem
perature profile was found for a < 0 which obviously violates the 
second law. 

In this paper, we have considered only the solution of the homo
geneous differential equation with boundary condition or conditions 
of the first kind. Problems with boundary conditions of the second 
and third kinds can be solved by very much the same way as shown 
in Sections 2 and 3 [13]. For the solution of inhomogeneous differential 
equations, however, we had better use Green's functions. 
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Flow through Successive 
Enlargement, Turning, and 
Contraction—Pressure and 
Fluid Flow Characteristics 

E. M. Sparrow1 and M. Charmchi1 

Introduction 
In heat exchange devices and in associated piping systems, it is not 

uncommon for a flowing fluid to pass consecutively through an en
largement and a contraction—with a possible turning of the flow 
between the two area changes. Such a sequence of events may occur, 
for example, in the header of a heat exchanger. In this paper, experi
ments on the enlargement-turning-contraction sequence are de
scribed. 

In the experiments, a fully developed turbulent pipe flow was 
ducted to a spherical chamber as shown schematically in the inset of 
Fig. 1. The fluid exited the chamber through an outlet port whose 
position, defined by the angle cf>, fixed the degree of turning of the flow. 
The exit port led into a tube of diameter equal to that of the delivery 
tube, the diameter purposefully being chosen to be small compared 
with that of the sphere. From the measurements, results were ob
tained for the net pressure loss due to the expansion-turning-con
traction sequence and for the pressure distribution in the sphere. A 
flow visualization study was also performed to provide information 
on the flow pattern within the spherical chamber. 

The experiments were carried out for pipe Reynolds numbers Re 
in the delivery and extraction tubes ranging from 10,000 to 60,000, 
and the turning angle <j> was assigned values of 0,90, and 150 deg. Air 
was the working fluid in the pressure-related experiments, whereas 
water was employed in the flow visualization studies. 

The Experiments 
The key component of the experimental apparatus was a hollow 

sphere, 24 cm (9.45 in.) in diameter, machined inside a plexiglass cube. 
Four openings were bored radially through the wall of the sphere. One 
of these served as the fluid inlet port. The others were employed, one 
at a time, as the fluid exit port. In terms of the angle (j> defined in the 
inset of Fig. 1, the exit ports were situated at </> = 0 (colinear inlet and 
exit), 90, and 150 deg. During any given data run, only one exit port 
was open; the others were sealed with plugs whose surfaces were 
machined to match precisely with the contour of the surface of the 
sphere. 

In order to determine the pressure distribution around the cir
cumference of the sphere, a total of 46 taps were installed. Twenty-
four of these taps were deployed around the circumference in a vertical 

plane that passed through the center of the sphere and included the 
fluid inlet port; the other 22 were situated in the corresponding hor
izontal plane. For the flow visualization studies, the pressure taps 
served as dye injection ports. 

Fluid was ducted to the spherical chamber via a 60-diameters-long 
seamless brass tube with an internal diameter of 1.27 cm (0.50 in.). 
An identical tube was employed to extract the fluid from the chamber. 
Each of these tubes was fitted with ten pressure taps distributed ax-
ially at intervals of 5.08 cm (2 in.). 

As was noted earlier, air was employed as the working fluid in the 
pressure-related experiments. The air was supplied by a central 
compressor. A precision pressure regulator effectively suppressed flow 
fluctuations, as witnessed by the complete absence of tremors of the 
float of the rotameter used to meter the flow rate. One of two cali
brated rotameters was used for the metering task, depending on the 
extent of the flow. The pressure distributions along the delivery and 
extraction tubes and around the circumference of the sphere were 
sensed by a Baratron capacitance-type pressure meter. 

Water, supplied from a constant head tank, was the working fluid 
in the flow visualization experiments. The tank, in turn, was fed with 
both hot and cold water from the city mains. The temperature of the 
water at the inlet to the sphere was measured with a calibrated ther
mocouple, and flow metering was accomplished by a weigh tank sit
uated at the downstream end of the extraction tube. 

Visualization was facilitated by injection of dye into the spherical 
chamber. The dye was conveyed via plastic tubing from a reservoir 
suspended about 3V2 m (~12 ft) above the test section to an 11-tap 
manifold. In turn, the taps of the manifold were connected to a se
lection of 11 taps on the sphere. By opening or closing clamps on the 
interconnecting lines, dye could be injected into the sphere either 
individually or simultaneously through the selected taps. 

Results and Discussion 
Pressure Losses. The net pressure loss due to the expansion, 

turning, and contraction processes was determined by utilizing the 
axial pressure distributions along the delivery and extraction tubes. 

1 Department of Mechanical Engineering, University of Minnesota, Min-
. neapolis, Minn. 55465 

Contributed by the Heat Transfer division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
January 9, 1979. 

16 0 16 

AXIAL DISTANCE x / D 

Fig. 1 Representative pressure distributions along the fluid delivery and 
extraction tubes, Re = 20,000 and <j> = 0 deg. The inset shows a schematic 
of the physical situation under study. 
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For each case (defined by the pipe Reynolds number Re and the 
turning angle <t>), the axial pressure distributions were plotted as 
shown in Fig. 1. This figure, which is typical of the others, is for Re 
= 20,000 and <j> = 0 deg. The pressure data for the delivery tube are 
plotted in the left-hand portion of the figure, while those for the ex
traction tube are plotted in the right-hand portion. 

The pressure distributions are in dimensionless form in terms of 
the quantity 

(p-p*) /V 2 (pV 2 )* (1) 

In this expression, p* is a reference pressure determined by extrap
olating the linear pressure distribution in the delivery tube to the inlet 
cross section of the spherical chamber. Furthermore, (pV2)* = m2/ 
p*A2, where p* is the density at p * and T* (the entire system was 
isothermal), A is the cross-sectional area of the delivery tube, and rh 
is the rate of mass flow. The abscissa of the figure is the dimensionless 
axial distance along the respective tubes, with x denoting the axial 
coordinate and D denoting the internal diameter of the tube. 

The figure shows that the pressure distribution in the delivery tube 
is precisely linear and also that a linear distribution is re-established 
in the extraction tube downstream of the hydrodynamic redevelop
ment region. The straight lines shown in the figure are least-squares 
fits of the data in the aforementioned linear regions. As seen in the 
figure, the respective lines have been extrapolated to the inlet and exit 
cross sections of the spherical chamber. In the absence of the chamber, 
the lines would be continuous. Therefore, their vertical separation 
gives the net pressure loss Apnet due to all processes related to its 
presence. A dimensionless loss coefficient K may then be defined 
as 

K = Apnet/V2(pV2)* (2) 

The magnitude of K is indicated in Fig. 1 for the case in question. 
A listing of the K values for the three turning angles (/> = 0 (no 

turning), 90, and 150 deg is presented in Table 1. Inspection of the 
table indicates that the pressure loss for the turned flows (ip = 90 and 
150 deg) is somewhat greater than that for the unturned flows (<t> = 
0 deg), but the increment due to turning is only about 0.2 of a velocity 
head. Thus, the turning loss is substantially smaller than the head loss 
for the abrupt expansion which, as will be documented shortly, is 
about one velocity head. Furthermore, the turning loss appears to be 
independent of the turning angle, at least for angles greater than 90 
deg. This finding takes on added significance when note is taken of 
the fact that the <j> = 150 deg case represents a situation where the flow 
exits in a direction that is very close to the direction in which it en
tered. 

The K values are quite insensitive to the Reynolds number, as is 
consistent with the fact that the losses in question are inertial. The 
largest variation of K with Re (about six percent) is for the unturned 
flows. 

Distributions of Pressure in the Chamber. Pressure distribu
tions around the circumference of the spherical chamber were mea
sured for six cases, encompassing Reynolds numbers of 10,000, 30,000, 
and 60,000 and turning angles 4> of 0 and 150 deg. Only illustrative 
results can be presented here owing to space limitations, but all of the 
data are available in [1]. 

For a dimensionless presentation, the pressure data are reported 
in the form 

(p - PminVV^pV2)* (3) 

Re 

Table 1 P ressure Loss Coefficient, 

0 = 0 deg 
K 
90 deg 

K 

150 deg 

10,000 
20,000 
30,000 
40,000 
60,000 

Average 

1.25 
1.28 
1.31 
1.31 
1.33 
1.30 

1.48 
1.46 
1.48 
1.49 
1.48 
1.48 

1.45 
1.46 
1.47 
1.48 
1.47 
1.47 

where p is the local pressure and p m i n is the lowest of the pressures 
measured in the chamber. Figure 2 shows the distribution of this di
mensionless pressure variable around the circumference in a vertical 
plane passing through the center of the sphere and intercepting the 
inlet port. The given information is for <j> = 0 deg. At each indicated 
circumferential location, two numbers are listed, one above the other. 
The bottom number corresponds to Re = 10,000, whereas the top 
number is for Re = 30,000. The results for Re = 60,000 are so close to 
those for Re = 30,000 that a separate listing is not warranted. It is 
noteworthy that the illustrated pressure distributions are also an 
accurate representation for those measured around the circumference 
in a horizontal plane. They are also representative of measurements 
made for the <l> = 150 deg turning angle. 

From Fig. 2, it can be seen that aside from a narrow region affected 
by the jet-like impingement of the incoming flow, the pressures on 
the surface of the sphere are nearly uniform. This suggests that, aside 
from a core flow which issues from the inlet and impinges on the op
posite wall, most of the chamber is filled with slow moving fluid. 

If the impingement-affected taps are excluded, an average chamber 
pressure can be evaluated from the data at the other taps. For each 
case, this average may be compared with p * (the pressure at the inlet 
of the sphere). Such a comparison yields the head loss due to the 
abrupt expansion. For the six cases for which data were available, the 
abrupt-expansion head loss was in the range from 0.975 to 0.989 X 
VzipV2)*- This finding is consistent with the available predictions for 
abrupt expansions with large area ratios [2]. 

Flow Patterns within the Chamber. The patterns of fluid flow 
within the chamber were determined by extensive visual observations 
of the motions of injected dye streams. Photographs of the dye stream 
patterns are available in [1]. 

In general, aside from the jet-like core, the main feature of the flow 
field is a recirculation which carries fluid circumferentially along the 
walls toward the inlet. Since this flow direction is opposite to that of 
the core, it may be termed a backflow. At selected circumferential 
locations, the fraction of time at which backflow prevailed was de
termined by observations extending over three to five minute inter
vals. Illustrations of these findings are presented here, and the re
mainder are recorded in [1]. 

Figures 3 and 4 convey information about the backflow as it was 
observed in a horizontal plane passing through the center of the 
sphere. These figures correspond respectively to turning angles <£ of 
0 and 150.deg. In the figures, the number adjacent to each selected 
circumferential location indicates the time percentage when there is 
backflow. The Reynolds number for both cases is about 40,000. 

It is seen from these figures that backflow fully predominates in 
the portion of the chamber where the jet-like core impinges. This 
backflow is, in essence, a wall jet which is driven by momentum sup
plied by the impingement of the core flow and its subsequent de
flection. As the wall jet streams backward along the surface of the 
sphere, its momentum is dissipated both by wall friction and by en-
trainment processes along its outer boundary. The entrainment effects 
become increasingly important as the wall jet broadens and the 
proximity of the strong (forward flowing) core is felt. It is these pro
cesses which bring about the diminished backflow percentages that 
are in evidence in the figures. As seen in Fig. 4, the presence of the (/> 
= 150 deg exit port tends to renew the backflow on its adjacent surface 
and deplete the backflow on the opposite part.of the surface. 

<P-Pmin>/i</°V2)*-

0.0026-

0 / - ' 
0.0026 - v / 

0.0008 / 
0.0051 "~~f 

O 
0.0026 

•* 

0.0008 
^~ 0.0064 
^ \ 0.0008 

N / ^ 0.0064 

\ 0.0565 
V 0.0809 

Fig. 2 Representative distributions of pressure around the circumference 
of the spherical chamber, Re = 10,000 to 60,000 and <j> = 0 deg 
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Fig. 3 Time percentages indicating when backflow prevails along the wall 
of the chamber, Re ~ 40,000 and <j> = 0 deg 

Fig. 4 Time percentages indicating when backflow prevails along the wall 
of the chamber, Re ~ 40,000 and </> = 150 deg 
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Two-Dimensional Scattering 
from a Medium of Finite 
Thickness1 

D. C. Look2 

Nomenclature 
Csca

 = scattering cross section 
c = scattering cross section divided by the effective particle 

volume 
Texp = experimental intensity leaving the medium normal to the ir

radiated surface 
/; = incident flux at r = 0 
L = depth of distilled water (medium) in tank 
N = particle number density 
r = radial distance from center of incident (laser) beam 
/'o = effective radius of incident (laser) beam 

Vw = volume of water 
£ = volume of latex paint per unit volume of water plus latex paint 
£J = volume of scattering centers in the paint per unit volume of water 

plus latex paint 
TO = optical depth (= NCacSLL) 
rr = radial optical coordinate (= iVCSCa'") 
Tro = effective optical radius of the incident laser beam (= 

NCscar0) 

Introduction 
The basic assumption of most reported experimental investigations 

of two-dimensional scattering is that the scattering medium is one 
of essentially infinite optical depth (e.g., [1, 2]). A few studies have 
included the finite optical depth as an indirect parameter [3-5]. 

The objectives of this note are to present (1) the effects of a finite 
depth on the power escaping normal to the irradiated surface of a 
scattering volume with a flat black bottom and (2) correct a previously 
published definition. 
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Investigation 
Experiment. The apparatus used in this experimental investi

gation has been discussed in detail in [2, 6], and [7]. In the works 
previously reported, the depth was chosen so that the power received 
as a result of reflection from the bottom was negligible (an approxi
mate model of a semi-infinite volume). A depth of approximately 21.6 
cm was quite adequate when the substrate was black and diffuse [7], 
In the case of the work reported here, the depth was decreased. In all 
instances, the medium was distilled and filtered water with latex paint 
serving as the scattering centers. The working procedure of this in
vestigation was exactly like that of [2, 6], and [7]. 

Theory. The optical coordinate, T, was presented in [2] as 

T = !;CX. 

The word definitions of £ and c are, however, incompatible; thus a 
slight revision is required. To understand this required revision notice 
that 

T = (JX 

— iVCsca^ 

vsp 

= NVSpCx 

n 
- VSDcx 

nV,, 

Vp + Vw 

= i}cx 

Thus, in order for c to be consistent with its word definition, £* must 
be used instead of £ to evaluate the optical coordinate. Notice that 
the c is unaffected by this correction. 

This inadvertant confusion of the definitions resulted in an error 
in the optical coordinates r r, TO and Tro of [2]. By using this consistent 
pair, £XC, only a slight correction of the resultants of [2] is re
quired. 

In the illustrations that follow, theoretical curves are designated 
by the solid lines. In Figs. 1 and 2, the theory responsible has been 
presented in [2]. The theory of Fig. 3 will be published in the open 
literature later by different authors [8] and is presented here only as 
an aid for comparison. This upcoming publication will present the 
back scattered intensity from a finite two-dimensional medium ex
posed to a Gaussian beam of radiation. The parameters of importance 
will be the optical thicknesses (used here) and the single scattering 
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Nomenclature 
Csca

 = scattering cross section 
c = scattering cross section divided by the effective particle 

volume 
Texp = experimental intensity leaving the medium normal to the ir

radiated surface 
/; = incident flux at r = 0 
L = depth of distilled water (medium) in tank 
N = particle number density 
r = radial distance from center of incident (laser) beam 
/'o = effective radius of incident (laser) beam 

Vw = volume of water 
£ = volume of latex paint per unit volume of water plus latex paint 
£J = volume of scattering centers in the paint per unit volume of water 

plus latex paint 
TO = optical depth (= NCacSLL) 
rr = radial optical coordinate (= iVCSCa'") 
Tro = effective optical radius of the incident laser beam (= 

NCscar0) 

Introduction 
The basic assumption of most reported experimental investigations 

of two-dimensional scattering is that the scattering medium is one 
of essentially infinite optical depth (e.g., [1, 2]). A few studies have 
included the finite optical depth as an indirect parameter [3-5]. 

The objectives of this note are to present (1) the effects of a finite 
depth on the power escaping normal to the irradiated surface of a 
scattering volume with a flat black bottom and (2) correct a previously 
published definition. 
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Investigation 
Experiment. The apparatus used in this experimental investi

gation has been discussed in detail in [2, 6], and [7]. In the works 
previously reported, the depth was chosen so that the power received 
as a result of reflection from the bottom was negligible (an approxi
mate model of a semi-infinite volume). A depth of approximately 21.6 
cm was quite adequate when the substrate was black and diffuse [7], 
In the case of the work reported here, the depth was decreased. In all 
instances, the medium was distilled and filtered water with latex paint 
serving as the scattering centers. The working procedure of this in
vestigation was exactly like that of [2, 6], and [7]. 

Theory. The optical coordinate, T, was presented in [2] as 

T = !;CX. 

The word definitions of £ and c are, however, incompatible; thus a 
slight revision is required. To understand this required revision notice 
that 

T = (JX 

— iVCsca^ 

vsp 

= NVSpCx 

n 
- VSDcx 

nV,, 

Vp + Vw 

= i}cx 

Thus, in order for c to be consistent with its word definition, £* must 
be used instead of £ to evaluate the optical coordinate. Notice that 
the c is unaffected by this correction. 

This inadvertant confusion of the definitions resulted in an error 
in the optical coordinates r r, TO and Tro of [2]. By using this consistent 
pair, £XC, only a slight correction of the resultants of [2] is re
quired. 

In the illustrations that follow, theoretical curves are designated 
by the solid lines. In Figs. 1 and 2, the theory responsible has been 
presented in [2]. The theory of Fig. 3 will be published in the open 
literature later by different authors [8] and is presented here only as 
an aid for comparison. This upcoming publication will present the 
back scattered intensity from a finite two-dimensional medium ex
posed to a Gaussian beam of radiation. The parameters of importance 
will be the optical thicknesses (used here) and the single scattering 
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albedo (co of approximately unity used here). The other assumptions 
of the theoretical point of view are that the medium is infinite in the 
radial direction, homogeneous, non-emitting and scatters isotropically 
while the bottom surface is black. 
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Fig. 1 The weighted ratio of the normal emergent intensity to the flux incident 
normally upon the scattering volume (r/ro)2('exP/'j) versus T, for a 10.8 cm 
deep medium with a flat black, diffuse substrate: ® r/r0 = 15, x r/ra = 25, 
O r/r0 = 35, A r/r0 = 50, V r/r0 = 70, D r/r0 = 100, + r/r0 = 140, and t r/fo 
= 180 
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Fig. 2 The weighted ratio of the normal emergent intensity received to the 
flux incident normally upon the scattering volume (r/ro)2('exP/'i) versus T, 
for a 5.4 cm deep medium with a flat black diffuse substrate (Same legend 
as Fig. 1 except no rlra = 180) 

Fig. 3 The weighted ratio of normal emergent intensity received to the flux 
incident normally upon the scattering volume (r/f)2(/exp/'i) versus rt for a 
flat black, diffuse substrate: r0 = 9.4 and depths of © (21.6 cm), O (10.8 cm), 
and x (5.4 cm); T0 = 0.94 and depths of V (21.6 cm), A (10.8 cm), and • 
(5.4 cm); and T0 = 0.47 and depths of T (21.6 cm), A (10.8 cm) and • (5.4 
cm) 

Results 
The results of this investigation are presented in Figs. 1-3. Figs 1 

and 2 present (r/r0)
2 (Iexp/h) versus T> with the radial coordinate of 

the detector as the parameter. The solid curves (theory) come directly 
from Fig. 8 of [2]. These are typical of the data presented in [2,6], and 
[7], with the slight exceptions that the finite depth effects are no
ticeable. The theory curves of these two figures are for an infinite 
depth (i.e., TO -*• <») and are presented here to emphasize the effect 
of a finite depth. Thus, as for Fig. 1, the water depth of 10.8 cm pro
vides a medium whose scattering characteristics are noticeably dif
ferent than that of a semi-infinite medium. The peak and general 
shape of the experimental points are similar to those of the theoretical 
curve. As the depth of the scattering medium decreases (Fig. 2) the 
spread of the experimental data points depart significantly from the 
semi-infinite case (theory). Neither shape or peak position may be 
pin-pointed. Thus, the received energy is uncharacteristic of the 
semi-infinite theory. 

Fig. 3 illustrates the experimental data of Figs. 1 and 2, but it is 
regrouped according to the parameter Tn(=NCscliL). The theoretical 
curves are developed for a model more characteristic of this experi
mental situation [9]. The theoretical curves and the experimental data 
are in general agreement. That is, though dispersed, the data points 
follow the general increasing-to-a-peak-and-decreasing characteristic 
of the theory curves. 

Conclusion 
An investigation of the effects of finite depth on the two-dimen

sional scattering from a planar medium with a highly absorbing (flat 
black) bottom has been carried out. Data representative of the power 
emerging normally from the top surface of the scattering medium are 
included. Ordinary flat white latex paint was used as the source of 
scattering centers in a medium of distilled water. The agreement 
between theory and experiment using only one empirically deter
mined coefficient (c) is at least fair. That is, the results of the exper
imental data and the values from the theory are in fair agreement in 
magnitude, shape, and position. Careful measurement of the volume 
of scattering centers has been used to correct the optical dimension 
in the presentation of data. 
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Diffuse Radiation View Factors 
from Differential Plane Sources 
to Spheres 

N. H. Juul1 

Nomenclature 
XYZ = cartesian coordinates 
A = area 
F = diffuse radiation view factor 
IN = integrand 
H = perpendicular distance from center of sphere 2 to plane of 

L = distance from H-axis to dA\ in the plane of dAi 
x = distance from dAi to center of sphere 2 
r = radius of sphere 1 or cylinder 1 
£ = distance between dAi and dA2 

s = separation between sphere 2 and sphere 1 or cylinder 1 
R = radius of sphere 2 
n = unit vector normal to dA 
6 = angle between normal to dA and direction of line £ 
X = angular orientation angle between normal n\ and X-axis 

Subscripts 

1 and 2 = surfaces 
L = limit of angle 

Introduction 
The diffuse radiation view factor, FdAx-2, from a differential plane 

source, dA\, to a sphere, 2, is derived by using a new integration 
scheme. In this scheme the sphere is replaced by that part of a concave 
spherical surface, A2, which intercepts the same amount of radiant 
energy and lies on a spherical enclosure, the center of which is at dA i. 
The advantage of this configuration is that the expression of the in
tegrand is obtained in a form which is readily integrated over A 2 in 
closed form. The results agree with the ones derived by Cunningham 
[1], Hottel [2], and Chung and Sumitra [3] using different schemes 
or techniques. Interesting results are obtained by letting the differ
ential plane source traverse two and three dimensional surfaces of 
simple geometry which are of interest in current design applications. 
Finally, the limitations for using FdAi-2 to synthesize the view factor 
from a finite surface to the sphere are set forth here. 

A n a l y s i s 
The diffuse radiation view factor from a differential plane source, 

dAi, to a sphere 2 is determined by 

FdAi-2= f COS 8l COS 0 2 /W 2 )dA 2 
JA2 

(1) 

The integration over the surface of the sphere can be replaced by the 
integration over any arbitrary surface, A2, the solid angle of which 
is equal to that subtended by the sphere as viewed from dA\. 

Selecting A2 as the concave spherical surface abd, lying on the 
spherical enclosure with radius £ = \£\ = Vx2 — R2 , shown in Fig. 
1(b), the integrand of equation (1) is obtained directly as a function 
of ti , A and ft in a form which is suitable for closed form integration, 
ei is the angle from the X-axis to £. ft is the angle from the plane of 
Z = 0 to dA2, in planes of X-constant. cos 6\ = £-ni/\ni-£\ = cos ej 
cos X + sin ei sin X cos 182, cos 62 = 1 and dA2 = (£de{)(£ sin eidft) the 
integrand becomes 

IN = l/7r(cos ei cos X + sin 61 sin X cos ft) sin £1 

1 Associate Professor of Mechanical Engineering, SUNY at Buffalo, Amherst, 
NY 14260. 
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Fig. 1 shows the geometry for the integration scheme and the limits 
of integration when the plane of dA 1 intersects the sphere. Utilizing 
the symmetry in respect to plane 2 = 0, IN is first integrated with 
respect to ft and then e\. The integration over £1 is carried out in two 
steps. In the first step the integration is carried out over the spherical 
segment of A2 where en < t\ < £i/,i and 0 < ft < TT. The second is 
over the remainder of A2 where em < e\ < sin~1{R/x) and 0 < ft < 
ft/, as shown in Fig. 1. The limits of en,, em and ft/, depend on X. 
Thus equation (1) becomes 

FdAi-
itf, Jo 

INdeidfc 

+ i 
lil JO 

'iNdetdfcl (2) 

The integration of the first double integral of equation(2) yields 
nil 

sin2£i cos X] 
i<ii 

The limit of integration ft/, shown in Fig. 1(a) is given by 

, £ cos £1 tan(ir/2 - X) 
r — trta 1 : ft 

£ sin f i 
; cos-1(— cot ei cot X) 

Performing the integration of the second term in equation (2) with 
respect to ft and upon substituting the limits, one obtains 

2 ps in - l (Rlx) 
— I [sin «i cos ei cos X cos - 1 ( - cot t\ cot X) 
TV Ji\L\ 

+ sin2 £1 sin X sin (cos 1 (— cot 61 cot X))]dfi 

The first term is integrated by parts and becomes 

sin2 fi cos Xcos-1 (— cot 61 cot X) 

'cos 61 
+ cos2 X sin x 

The second term of equation (2a) becomes 

2 rsin-HR/x) f • Vsin2 X — cos2 £1 d(cos £1) 

cos £1 Vsin2 X — cos2 £1 + sin2 X sin J 

sin Xj 

cos £1 

sin X/ 

(2a) 

sin-MR/x) 

sin-l(R/i) 

Finally, upon substituting the results of the integrations above, we 
obtain the general expression for the view factor as 

FdAi-2 = sin2 a cos X]'^1 

+ — [cos X sin2 £1 cos - 1 (— cot X cot £1) 

— cos £1 Vsin2 £1 — cos2 X 

(cos ej/sin X)]™' sin-Hfl/i) (3) 

The integral limits for £1 depend upon X. There are three cases. 
For 0 < X < 7r/2 — sin_1(i?/x) the plane of dAi does not intersect 

the sphere. The disk of the sphere is fully visible. The integral limits 
are £1/, = 0 and £ILI = sin-1CR/x). Equation (3) yields 

FdAi-2= (R/x)2cos\ (4) 

For ir/2 — sir\~1(R/x) < X < TT/2 the plane of dAi intersects the 
sphere and more than one half of the disk is visible. The limits are £IL 
= 0 and 61x1 = 7r/2 — X. Equation (3) becomes 

FdAi-2 = - {{Rlx)2 cos X cos"1 ( -cot X V(x/R)2-1) 

- V I - (R/x)2 V(R/x)2 - cos2 X 

- sin-1 ( V l - (R/x)2/sin X) + TT/2] (5) 

For ir/2 < X < ir/2 + sm~l(R/x) less than one half of the disk of the 
sphere is visible. £1/, = ei/,i = X — ir/2 is substituted into equation (3). 
The first term is zero but the second yields equation (5). 

Expressions (4) and (5) are identical to the ones obtained by Cun-
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Fig. 1(a) Isometric view 

Fig. 1(6) Gross section 

Fig. 1 Geometry for view factor analysis from a differential plane source 
d/»1 to sphere 2 H/R 

Fig. 2 View factor from a differential plane source dAi, lying in planes per-
ningham [1] who replaced the sphere w i th a disk and Hot te l [2] who pendicular to the H axis, to sphere 2 

used the contour integral method. For X = 0 and 7r/2 they agree with 
Chung and Sumitra's [3] solution for a coaxial and orthogonal sphere, 
respectively. 

When dA\ touches the surface of the sphere, x = R, and equation 
(5) is reduced to 

FdAl-2 = (cos X + l)/2 (6) 

Equation (6) also expresses the view factor from dA\ touching an 
infinite flat plane A2 if X is the angle between planes of dAi and A2 

[4]. This suggests that the surface of the sphere when touched by dA\ 
can be replaced by the tangential plane at the point of contact with 
dA\. Thus, the view factor, from a differential plane source touching 
any arbitrary convex surface, is given by equation (6) which may then 
be used to verify, in the limit, the expressions or values of FdAi-2 ob
tained by either closed form or numerical integration. 

Applications 
1 The behavior of FdAi-2 will be illustrated as dA 1 moves over the 

surface of a (a) flat plate, (b) sphere, and (c) cylinder (the mid-plane 
of which goes through the center of the sphere). 

Case a. In Fig. 2 the location of dA\ is defined by the cylindrical 
coordinate system H, L, 7. The axis, H, which is normal to the plane 
of dA 1, has its origin at the center of sphere 2. L is the distance from 
dAi to H. 7 is the angular position of dA\ in the plane of dA\. By 
symmetry, FdAi-2 is independent of 7. 

The parameters X and x are related to L and H by: X = cos - 1 

(H/VH2 + L2) = sin"1 (L/VH2 + L2) and x/R = V(L/R)2 + (H/R)2. 
Equations (4) and (5) become 

FdAl~2 = HR2/(L2 + H2)3'2 for H/R > 1 (7) 

and 

FdAt-2 = lAr [HR2/(L2 + H2)3'2 cos"1 (-H/(LR) VL2 + H2-R2) 

- V(L2 + H2 - R2)(R2 - H2)/{L2 + W) -

sin"1 X (V(H2 + L2-R2)/L2) 

+ TT/2] for - 1 < H/R < 1 (8) 

The results are presented graphically in Fig. 2 as a function oiH/R 
and with L/R as a parameter. For 0 < L/R < 1, the curves end on the 
broken curve which represents the view factor for dA\ touching the 
surface of the sphere. For L/R > 1, the curves shown a maximum, the 
location of which shifts to the right as L/R increases. When the plane 
of dA\ does not intersect the sphere, the maximum value is given by 
FdAl-2 = 2/((V3)3(L/fl)2) and occurs at H/R = L/R/V2 for L/R > 
\f% , This behavior is interesting and may be used to determine, for 
example, the H/R location of a coaxial ring with given radius for which 
the view factor is maximum. 

Fig. 3 View factor from a differential plane source dAi, located on sphere 
1 (h/R = 0) or cylinder 1 (0 < h/R < 1) at latitude «-,, to sphere 2 for r/R = 
0.1, 1 and 10 

Since FdAi-2 is independent of 7, the view factor from an infini
tesimal coaxial ring or ring sector is expressed by either equations (7). 
or (8). For H/R > 1, the result is given by equation (7) and it agrees 
with the one obtained by Fiengold and Gupta [5]. 

Case b. In Fig. 3 the location of dA1 on sphere 1 is defined by the 
coordinates, s/R, r/R, ct\. s/R is the separation ratio, r/R is the radius 
ratio and ffi is the latitude. X and x/R are expressed by X = t a n - 1 (sin 
«!/(cos an - r/(s + r + R))) and x/R = ((s/R + r/R + I)2 + (r/R)2 -
2(s/R + r/R + 1) r/R cos a{)1/2. Substituting into equations (4) and 
(5) FdAi-2 = / («i , ''/fl, s/R) is obtained. Equation (4) is valid for 0 < 
«i < cos - 1 ((r/R + l)/(s/R + r/R + 1)) = a m and equation (5) is valid 
for a1Ll < a i < cos-M(r/fl - l)/(s/R + r/R + 1)) = a1L. 

The solid curves (h/R = 0) in Fig. 3 present the behavior of the view 
factor from a differential plane source located on sphere 1 to sphere 
2 as a function of a\ for r/R and s/R as parameters. Equation (4) is 
valid in the region between the ordinate and the curves defined by 
aiLi which are not shown in order to avoid confusion. But the ex
pression for am shows that for a given r/R the range of-ai for which 
equation (4) is valid, goes from 0 cleg for s/R = 0 to 90 deg for s/R -* 
•». Consequently the range of a\ for which equation (5) is valid is 
maximum for s/R = 0 and 0 deg for s/R —• °>. The behavior of the 
limiting angles am and au. as a function of r/R and s/R is discussed 
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in [6]. The results obtained here are in agreement with [7] which only 
presents values for r/R = 1 using numerical integration. 

Case c. The location of dA i on the curved surface of a cylinder is 
determined by s/R, r/R, ai and the distance ratio from the symmetry 
plane, h/R, as shown in Fig. 3. 

For this coordinate system x/R and A are given by 

x/R = ((1 + s/R + r/R(l - cos «i))2 + (h/R)2 

+ (r/R(l-cosai))
2)1/2 

and 

X = cos^1 (((1 + s/R + r/R(\ - cos «j)) cos a\ 
- r/R sin2 «i)/(x/R)) 

When substituted into equations (4) and (5), the view factor from a 
differential plane source lying on the curved surface of a cylinder to 
the sphere is obtained. 

The limits of a\ for application of equations (4) and (5) are identical 
to case b. Fig. 3 presents the curves of the view factor for r/R = 0.1, 
1, 10 as a function «i and with s/R as a parameter. The solid curves 
are for h/R = 0 (the mid plane) and broken ones are for h/R = 1 (the 
end planes). Fig. 3 indicates that the difference between the view 
factors at h/R = 0 and h/R = 1 for s/R = 0 at a given «i and r/R < 1 
increases with increasing a\, but that it decreases for r/R > 1. How
ever, for s/R > 0, the difference rapidly decreases and goes to zero 
when either r/R or s/R or both increase. Thus, when s/R is large the 
view factors for 0 < h/R < 1 are functions only of «j , and are therefore 
identical to the view factor from a sphere of the same radius. For these 
conditions the conclusions concerning the behavior of the view factor 
from spheres also apply to cylinders. 

2 The view factor from a finite surface A i to sphere 2 is evaluated 
by Fi2 = 1/Ai SAiFdAi-idAi. For flat plates FdAi-2 is substituted by 
equation (7) or (8) depending on whether the plane of dA\ intersects 
the sphere_or not. 

As an example, substituting FdA1-2 by equation (7) and dAj = 
AyLdL, the view factor from a sector A7 of a coaxial disk with radius 
L2 to a sphere is by closed form integration F^ = 2(ft/L2)2(l -
H/VL'j + H2) . This expression also represents the view factor from 
a coaxial disk and agrees with [5]. 

For curved surfaces the integration is carried out after selecting a 
suitable coordinate system and applying the proper transformations 
to equations (4) and (5). However, this procedure is not valid for a 
concave surface facing the sphere if the radiation from any dA 1 which 
strikes the sphere is partly reduced due to obstruction by parts of 
surface A1. 

Conclusion 
The expressions for the view factor from a differential plane source 

.to a sphere are derived by using.a new integration scheme which gives 
the integral equation in a form suitable for closed form integration 
without involving any transformations. The expressions are applied 
to obtain the view factors to a sphere from differential areas located 
on flat plates, spheres and cylinders. The results are presented 
graphically and yield detailed information about behavior of the view 
factor which is concealed by general numerical integration pro
grams. 
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Shielding of Heat Transfer from 
a Boundary 

A. S. Popel1 

Nomenclature 
a, b, d = geometric parameters 
F = elliptic integral of the first kind 
k = elliptic modulus, equation (8) 
K = complete elliptic integral of the first kind 
T = temperature 
To = temperature of the boundary 
Ti = temperature of the strips 
T . = temperature at the infinity 
t = dimensionless temperature 
t„ = dimensionless temperature at the infinity 
w, u)\, u>2 = complex variables 
x, y = rectangular coordinates 
£i> £2 = dimensionless parameters, equation (7) 

Introduction 
In some practical situations it is desirable to limit the heat transfer 

into a volume from the boundary surface, e.g., to maintain a prescribed 
temperature in the volume independent of variations of the surface 
temperature. One possible way to achieve this is to situate a control 
array of heat sources or sinks near the surface. In order to illustrate 
a practical application of the problem, consider a volume of material 
with constant thermoconductivity contained in a rectangular box with 
thermoisolating walls; the box is open from one side. Suppose that 
an experiment requires a controlled uniform temperature in the bulk 
of the volume, but the mass transfer with the ambient medium 
through the open surface must be retained. A possible experimental 
solution of this task would be situating an array of temperature-
controlled strips below the surface which should not influence the 
mass transfer processes; at some depth below the strips the temper
ature distribution in the volume should be close to uniform. 

In the present communication, the problem of heat transfer in the 
half-space containing a control one-dimensional periodic array of flat 
strips parallel to the surface is considered; and it is shown that an 
efficient shielding of heat transfer from the boundary can be achieved 
with this arrangement. A simple expression is derived for the tem
perature in the bulk of the volume in terms of the temperatures of the 
surface and the strips, and the geometrical parameters of the 
problem. 

Analys i s and R e s u l t s 
Consider the problem of steady-state heat transfer in the half-space 

bounded by a plane surface, and containing a periodic array of strips 
of infinite length; geometry of the problem is illustrated in Fig. 1(a) 
where the cross section perpendicular to the strips and to the 
bounding plane is shown. Let the temperature of the bounding surface 
be To. and the temperature of the strips be 7 \ where To and T\ are 
given constants. The problem is to determine the temperature dis
tribution in the half-space. Since due to the symmetry of the problem 
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in [6]. The results obtained here are in agreement with [7] which only 
presents values for r/R = 1 using numerical integration. 

Case c. The location of dA i on the curved surface of a cylinder is 
determined by s/R, r/R, ai and the distance ratio from the symmetry 
plane, h/R, as shown in Fig. 3. 

For this coordinate system x/R and A are given by 

x/R = ((1 + s/R + r/R(l - cos «i))2 + (h/R)2 

+ (r/R(l-cosai))
2)1/2 

and 

X = cos^1 (((1 + s/R + r/R(\ - cos «j)) cos a\ 
- r/R sin2 «i)/(x/R)) 

When substituted into equations (4) and (5), the view factor from a 
differential plane source lying on the curved surface of a cylinder to 
the sphere is obtained. 

The limits of a\ for application of equations (4) and (5) are identical 
to case b. Fig. 3 presents the curves of the view factor for r/R = 0.1, 
1, 10 as a function «i and with s/R as a parameter. The solid curves 
are for h/R = 0 (the mid plane) and broken ones are for h/R = 1 (the 
end planes). Fig. 3 indicates that the difference between the view 
factors at h/R = 0 and h/R = 1 for s/R = 0 at a given «i and r/R < 1 
increases with increasing a\, but that it decreases for r/R > 1. How
ever, for s/R > 0, the difference rapidly decreases and goes to zero 
when either r/R or s/R or both increase. Thus, when s/R is large the 
view factors for 0 < h/R < 1 are functions only of «j , and are therefore 
identical to the view factor from a sphere of the same radius. For these 
conditions the conclusions concerning the behavior of the view factor 
from spheres also apply to cylinders. 

2 The view factor from a finite surface A i to sphere 2 is evaluated 
by Fi2 = 1/Ai SAiFdAi-idAi. For flat plates FdAi-2 is substituted by 
equation (7) or (8) depending on whether the plane of dA\ intersects 
the sphere_or not. 

As an example, substituting FdA1-2 by equation (7) and dAj = 
AyLdL, the view factor from a sector A7 of a coaxial disk with radius 
L2 to a sphere is by closed form integration F^ = 2(ft/L2)2(l -
H/VL'j + H2) . This expression also represents the view factor from 
a coaxial disk and agrees with [5]. 

For curved surfaces the integration is carried out after selecting a 
suitable coordinate system and applying the proper transformations 
to equations (4) and (5). However, this procedure is not valid for a 
concave surface facing the sphere if the radiation from any dA 1 which 
strikes the sphere is partly reduced due to obstruction by parts of 
surface A1. 

Conclusion 
The expressions for the view factor from a differential plane source 

.to a sphere are derived by using.a new integration scheme which gives 
the integral equation in a form suitable for closed form integration 
without involving any transformations. The expressions are applied 
to obtain the view factors to a sphere from differential areas located 
on flat plates, spheres and cylinders. The results are presented 
graphically and yield detailed information about behavior of the view 
factor which is concealed by general numerical integration pro
grams. 
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Shielding of Heat Transfer from 
a Boundary 

A. S. Popel1 

Nomenclature 
a, b, d = geometric parameters 
F = elliptic integral of the first kind 
k = elliptic modulus, equation (8) 
K = complete elliptic integral of the first kind 
T = temperature 
To = temperature of the boundary 
Ti = temperature of the strips 
T . = temperature at the infinity 
t = dimensionless temperature 
t„ = dimensionless temperature at the infinity 
w, u)\, u>2 = complex variables 
x, y = rectangular coordinates 
£i> £2 = dimensionless parameters, equation (7) 

Introduction 
In some practical situations it is desirable to limit the heat transfer 

into a volume from the boundary surface, e.g., to maintain a prescribed 
temperature in the volume independent of variations of the surface 
temperature. One possible way to achieve this is to situate a control 
array of heat sources or sinks near the surface. In order to illustrate 
a practical application of the problem, consider a volume of material 
with constant thermoconductivity contained in a rectangular box with 
thermoisolating walls; the box is open from one side. Suppose that 
an experiment requires a controlled uniform temperature in the bulk 
of the volume, but the mass transfer with the ambient medium 
through the open surface must be retained. A possible experimental 
solution of this task would be situating an array of temperature-
controlled strips below the surface which should not influence the 
mass transfer processes; at some depth below the strips the temper
ature distribution in the volume should be close to uniform. 

In the present communication, the problem of heat transfer in the 
half-space containing a control one-dimensional periodic array of flat 
strips parallel to the surface is considered; and it is shown that an 
efficient shielding of heat transfer from the boundary can be achieved 
with this arrangement. A simple expression is derived for the tem
perature in the bulk of the volume in terms of the temperatures of the 
surface and the strips, and the geometrical parameters of the 
problem. 

Analys i s and R e s u l t s 
Consider the problem of steady-state heat transfer in the half-space 

bounded by a plane surface, and containing a periodic array of strips 
of infinite length; geometry of the problem is illustrated in Fig. 1(a) 
where the cross section perpendicular to the strips and to the 
bounding plane is shown. Let the temperature of the bounding surface 
be To. and the temperature of the strips be 7 \ where To and T\ are 
given constants. The problem is to determine the temperature dis
tribution in the half-space. Since due to the symmetry of the problem 
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Fig. 1(a) Geometry of the problem 
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Fig. 1(6) Rectangle in the complex w2-plane 

the temperature distribution is two-dimensional and is spatially pe
riodic, we can restrict ourselves to consideration of a semi-infinite strip 
ABCDEF shown in Fig. 1(a) (DE = a,DC = d, BC = b). Introducing 
a coordinate system (x, y) with the origin located in the middle of HE, 
we can formulate the mathematical problem as follows: 

£>2T d 2 T 
+ = 0 for - a / 2 < x < a/2, y > 0 

dx 2 dy2 

T = T0 a t y = 0, - a / 2 « x < a/2 

T = Ti at x = a/2, b^y^d + b 
dT/dx = 0 at x = -a/2 and x = a/2, 0 < y < d and y > d + b 

(4) 

The problem may be solved by conformal mapping the semi-infinite 
strip ABCDEF in the complex w-plane into a rectangle B'C'D'E' in 
the u)2-plane so that BC maps into B'C and DE into D ' £ ' (Fig. 1(6)). 
The transformation is given by the relationships [1] 

Ki + 1 - k (£i - 1)] sin2 (ww/a) - 2£x 
101 : 

ii)2 

[£i - 1 - fe (£i + 1)] sin2 ( W a ) + 2£x£ 

= J ^ l - t^-^d-fe 2 * 2 ) - 1 / 2 ^ 

where w = x + iy, u>\, and to 2 are complex variables, and 

ird „ , „ 7r(d + 6) ;cosh2-
2a 

fe«i 

;cosh2-

- 1 ) 

2a 

(5) 

(6) 

(7) 

(8) 
(& - €1) + €1 (& - 1) + 2 Ki (fc - i) (£2 - £i)]1/2 

The latter parameter satisfies the condition 0 < k =S 1. The temper
ature distribution may be expressed in a simple form in terms of the 
variable w?-

Ke Wo H 
2K(k) 2 

(9) 
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Fig. 2 Dimensionless temperature at the infinity as function of geometric 
parameters ft/a and d/a 

or in dimensionless form 

T -
t 

r«=y2(1 +
 R e ^ (10) 

T j - T o " l K(k)l 
where K(k) is the complete elliptic integral of the first kind [2], K' = 
K (Vl - k2) , and Re W2 designates the real part of the complex 
variable. Relationships (5-9) completely solve the problem. 

Let us calculate the temperature T„ far away from the surfaces, 
i.e., at y —- «>. It can be shown that the infinity in the w-plane corre
sponds to a finite point on the real axis in the ^i-plane: 

J i + 1 - k & - 1) 
wr = • (ID 

Hi - 1 - k (fc + 1) 

where \wi*\ > 1/k. Using the solution (10) we can express the di 
mensionless temperature at the infinity in the form 

(1) 

(2) 

(3) 

where 

^ - * 

VIA, fcl -

1 4- (sgn u>i*) 
^(a rc s in^ - ' l t y i* ! - 1 , ^ ) 

K(k) 

S (1 - k2 sin20)~1/2 d6 

(12) 

(13) 

is the elliptic integral of the first kind. Relationships (12) imply t„ 
— 0 as i „ — To, L -* 1 as T„ -* Ti, and min (T0, Ti) < T„ < max 
(To, T\). When d/a —- 0 the solution assumes a simpler form 

t« ^ 0.5 + IT-1 arcsin (1 - 2/£2) (14) 

The quantity £„ given by (12) is plotted in Fig. 2 as a function of the 
parameters b/a and d/a. As d/a increases, the temperature T«, ap
proaches the temperature of the strips T\ even for small values of 
b/a. 

These results make it possible to simply calculate one of the tem
peratures T», To, Ti if the other two are specified. To consider a 
numerical example, let d/a = 0.5, b/a = 0.2 then from Fig. 2 we find 
t™ ~ 0.5. Thus, for example, if the surface temperature is To = 0°C, 
and the temperature in the volume should be T„ = 20°C, then the 
temperature of the strips has to be maintained at 7 \ = 40°C. 
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Triangular Fin Performance 
by the Heat Balance Integral 
Method 

L. C. Burmeister1 

Nomenclature 
R = dimensionless parameter, B2 = 1/(1 - 0o/tan0o) 
Biot = dimensionless Biot number based on fin base width, Biot = 

hRdo/k 

T(c) 
F(a, b, c; x) = hypergeometric function, F(a, b, c; x) = —— Y. 

T(a)T(b) n=o 

r (q + n)T(b + n) xn 

T(c + n) n\ 

h = convective film coefficient of heat transfer, constant 
/o = zero-order modified Bessel function of the first kind 
l\ = first-order modified Bessel function of the first kind 
k = thermal conductivity of fin 
t = local temperature in fin 
/ a. = environmental temperature, constant 
f/,0 = average temperature at the straight base of the fin 
V = dimensionless temperature, T = (t — £„)/(tj,„ — t<») 
T tip = dimensionless temperature of the fin tip 

T(r, 6)d0 
o 

Z = dimensionless radial distance from fin tip, Z = (hr/k8o)(l — 
flo/tanflo) 

ZR = maximum value of Z, ZR = (hR/k60)(l — (9o/tan0o) 
Z\d = dimensionless parameter from one-dimensional analysis, Zu 

= hR/k tan do 

P(o) = gamma function, T(a) = j ta~xe~ldt 

'if (a) = digamma function, ^ ( a ) = din T(a)/da 

Introduction 
Because of their utility and simplicity, it is desirable to ascertain 

the conditions under which the results of one-dimensional analyses 
of fin efficiencies retain their accuracy. Exact solutions have been 
presented for this purpose for a pin fin [1], for an infinitely wide rec
tangular fin [2], and for an annular fin of constant thickness [3]. 

More recently, an integral method was employed by Sfeir [4] to 
approximately account for a fin's transverse temperature variation. 
He showed that for annular and straight fins of constant thickness, 
compensation for the effects of transverse temperature variations 
could be accomplished by a simple modification of the one-dimen
sional analysis parameter since the resulting differential equations 
are of the same form as for a one-dimensional analysis. But, for a 
triangular fin no similar success was enjoyed. 

The purpose of the present study is to further the work begun by 
Sfeir on a triangular fin, utilizing the heat balance integral method. 
In addition to determining the conditions under which the one-di
mensional prediction of triangular fin efficiency is accurate, these 
results would be useful in the optimization of such fins with respect 
to weight [5]. 

Analysis 
The triangular fin with a straight base illustrated in Fig. 1 has a 

steady temperature distribution, with a constant temperature along 
the straight base, described by 

'Professor, Mechanical Engineering Department, University of Kansas, 
Lawrence, KA 66045. 
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Fig. 1 Physical configuration and coordinate system 

d(rdT/dr)/dr + r'^T/dB2 = 0, 0<r <R 

0<8<e0 (1) 

and the boundary conditions 

dT(r, 60)/d6 =-(hr/kmr, 80) (2) 

dT(r, O)/d0 = 0 (3) 

T(0,9) finite (4) 

T(R cos0o/cos 8, 6) = 1 (5) 

Following Sfeir in the application of the integral method, equation 
(1) is integrated with respect to 8 from 0 to 0n to obtain, after intro
ducing equations (2) and (3), 

d(rdyldr)ldr - (h/kB0)T(r,80) = 0 • (6) 

A transverse temperature variation of the form 

T(r, 8) = A0(r) + A^r) cos(0) 

is next assumed and is subjected to the boundary conditions of 
equations (2) and (3) to give the relation between the local tempera
ture and the average temperature, y, at that radius as 

T(r, 8) = y(r)[l - (S 2 - 1)(1 - cos 0/cos 80)Z]/(l + Z) (7) 

Equation (7) inserted into equation (6) gives 

d(Z dy/dZ)/dZ - B2y/(1 + Z) = 0 (8) 

Sfeir's assumed quadratic form for the transverse temperature 
distribution gave a result which is of the same form as equation 
(8). 

Solution 
The solution to equation (8), not pointed out by Sfeir, is a hyper

geometric function. This can be seen by employing the transformation 
x = —Z [6] to get the standard form of the hypergeometric differential 
equation (7) 

x(l - x)d2y/dx2 + [c - (a + b + l)x]dy/dx - aby = 0 (9) 
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where here a = —b = B and c = 1. The two solutions of the hyper-
geometric differential equation are given in terms of hypergeometric 
('unctions [8] as 

yi(0) = F(a, b, c;x) (10a) 

and 

y2(0) = F(a, b, c;x) In (x) + T. ~^-x"[^(a + n) - * ( a ) 
n=i (n'.y 

+ * ( 6 + n) - *(6) - 2 * ( n + 1) + 2^(1)] (lOfa) 

Consideration of the requirement that y(0) be finite and the loga
rithmic term in equation (106) reveals that only y\(o) can be retained. 
Then 

y = C[l + B2Z/(1!)2 + (B2 - l2)B2Z2/(2\)2 

+ (B2 - 22)(B2 - l2)B2Z3/(3!) + (11) 

which is convergent only for \Z\ < 1 unless B exactly equals an integer, 
in which case the polynomial represents the solution for all Z. 

The constant C in equation (11) can be evaluated from the integral 
form of equation (5), B0~

l S°o"y(R cos 0o/cos 0)[[1 + (B2 - l)ZR(l -
cos Oo/cos 0)]/(l + ZR COS 0o/cos 8)}d0, as 

1/C = 1 + BiZR + B\ZCZRLI60 + fli[B2(l + BXZR 

-22B1]Zc
2(i1/e0)/(2!)2 + • (12) 

where Zc = ZR cos 0o, L = In [tan(7r/4 + 6ol2], t\ = tan 6o,Bi = B2 — 
l2,B2 = B2-22. 

The efficiency of the triangular fin is obtained from its definition 
to be 

V • kR I »o$tT(R, 0) 

dr 
d.8 {hR) 

= C[l + 2(B2 - l2)Z f l/(2!)2 + 3(B2 - 2Z)(B2 - l2)Z f l
2/(3!)2 + - - -] 

(13) 

Discussion 
The Biot number, Biot, based on the fin's base width is related to 

the parameters ZR and Z\d by 

Biot = Zij(B0o)2 

•• Zld(B60)
2/(B2 - 1) (14) 

Because the parameter ZR is proportional to Biot, the convergence 
criterion for equation (11), \Z{ < 1, offers no practical difficulty since 
interest is centered on cases where a fin's transverse conductive re
sistance to heat flow is relatively small. 

It is pertinent to observe in equations (11) and (13) that the tem
perature distribution and fin efficiency depend separately upon in
cluded angle and the dimensionless parameter, Z, in contrast to a 
one-dimensional analysis which predicts that 

T = I0[2Zld
l'2(x/R cos B0yi2}/Ia[2Zum} 

from which it is found that 

Vid (Zld) = (ZldV
2)~lh(2ZldV

2)II0(2Zum) 

(15) 

(16) 

Fig. 2 shows that at small included angles the integral method's 
efficiency prediction does not differ appreciably from the one-di
mensional prediction since then the Biot number is small. As the in
cluded angle increases, the departure from the one-dimensional 
prediction becomes greater and occurs at a smaller value of Z\d- It can 
be shown with the aid of equation (14) that this departure first be
comes noticeable at Biot = 1. 

To assess the accuracy of the integral method's results, numerical 
solutions of equations (1-5) were obtained by a finite-difference 
method. When the temperature along the straight base in the finite-
difference method equals the distribution required by the integral 
method, excellent agreement results. When the temperature along 
the straight base equals unity in the finite-difference method, the 
efficiency noticeably exceeds that predicted by the integral method 

due to the inability of the assumed temperature profile to give a 
temperature of unity along the straight-line base. In such a case, 
however, the efficiency variation with included angle still seems to 
follow the trend predicted by the integral method. 

When the Biot number becomes large, the surface temperature at 
the fin's base is shown by the integral method to be substantially 
depressed below the unity value stated in equation (5). Numerical 
studies of rectangular fins [9-10] showed similar base-temperature 
profiles, but of opposite curvature. The temperature of the fin tip is 
in noticeable disagreement with the numerical solutions for both unity 
and cosine base-temperatures when Z\d > 5. 

To construct a modification to the one-dimensional prediction for 
triangular fin efficiency, the effective distance from tip to base is first 
set equal to the average of R and R cos do, as was similarly done by 
Harper and Brown [11], to give R* = R(l + cos 0o)/2. Next the 1/(1 
+ Z) term in equation (8) is replaced by its average over R*, giving 
a modified parameter for equation (8) which is 

B*2 = B 2 l n ( l + Z«*)/Z f l* (17) 

Equation (8) then has the form found from a one-dimensional analysis 
and its solution is 

y-/o(2B*Z1 /2) / /0(2B*Z f l
1 /2) 

The efficiency is then approximately given by 

>HdT 
V- kR- s 

Jo 
dr 

(R*, 6)d6 /hR* 

« [B*Zfl*
1/2)-1/1(2B*Zfl*1''2)//o(2B*Zfl*1/2)ln(l + ZR)/ZR* 

The term in braces is recognized as the one-dimensional prediction 
of fin efficiency evaluated at B*2ZR*. Restated, 

JJ » \md(B2ZR*)\\ZR*-1 lh(l + ZR*)} (18) 

Equation (18) represents the integral method's predictions with less 
than 4 percent error. 

Consideration of equations (17) and (14) together with the fact that 
B260

2 x 3 reveals that when Biot < 1 and do is small 

JJ « |i}id(Biot/12 + Z ld))(l - Biot/6) < i)id(Zid) (19) 

where Biot ~ Zid6o2 with do in radians. Equation (19) more strongly 
shows that the effect of the Biot number is to reduce (slightly in most 
cases) efficiency below the prediction of a one-dimensional anal
ysis. 

This study does not account for the probable variation of the film 
coefficient which was experimentally found [12] to vary nearly linearly 
from low base values to high tip values in a forced convection situation 
and to lower fin efficiency about 7 percent below that for constant 
h. 

- \ 

-
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Fig. 2 Triangular fin efficiency versus one-dimensional parameter for several 
half-angles. The curve for 6D = 0 deg also represents the one-dimensional 
solution 
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Fin Thickness for an 
Optimized Natural 
Convection Array of 
Rectangular Fins 

A. Bar-Cohen1 

N o m e n c l a t u r e 
Ap = fin cross-sectional area 
b = fin width 
cp = specific heat at constant pressure 
g = gravitational acceleration 
h = convective heat transfer coefficient 
k = thermal conductivity of fin material 
ka = thermal conductivity of ambient air 
L = length of fin 
Nu = hSlka 

/? = volume coefficient of expansion 
b = fin thickness 
8 = average temperature difference between fin and ambient 
P = array parameter, S/Ra1/4 

Pr = Prandtl number cpfi/ka 

q = heat dissipation of single fin 
Q = heat dissipation 
r = number of inter-fin spaces in array 

gfffloPrS" 
Ra = —n— 
S = inter-fin spacing 
W = width of fin array 
do = temperature difference between fin root and ambient 
r\ = fin efficiency 
v - kinematic viscosity 

Subscripts 

Im — least material 
max = maximum 
opt = optimum 

I n t r o d u c t i o n 
The heat rejection capability of a natural convection fin array (see 

Fig. 1) is dependent on both the convective heat transfer coefficient 
at the fin surface and the thermal efficiency of the fins. The literature 
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contains many analyses of heat transfer by natural convection from 
parallel, vertical plates of rectangular profile [1-5] but unfortunately, 
nearly all of these assume the plates to be isothermal [1,2, 3] or con
stant flux surfaces [5] and are thus inapplicable to the determination 
and optimization of heat transfer from an array of finite thermal 
conductivity fins. 

The experimental study by Elenbaas [1] was the first to establish 
the relationship between the separation distance, S, of adjacent iso
thermal plates and the convective coefficient on the plate surface. As 
the spacing was reduced, the surface Nusselt Number, Nu, was found 
to fall below values normally associated with an isolated plate in an 
infinite medium [1]. The Elenbaas results were later shown to also 
agree with the average heat transfer coefficients obtained in natural 
convection airflows in vertical channels formed by plates subjected 
to a constant heat flux [5]. Maximization of total heat transfer from 
an array of parallel plates or fins of known thickness thus requires 
finding the plate spacing for which the product of plate surface area 
and local heat transfer coefficient is a maximum. 

Based on his experimental results, Elenbaas determined that this 
optimum spacing could be obtained by setting the Rayleigh Number 
(based on the plate spacing and aspect ratio) equal to 50. The asso
ciated optimum Nu was found to equal 1.05. A later theoretical study 
by Bodoia and Osterle [2], found Raopt to equal 70 for idealized two-
dimensional flow between the plates and related the slight deviation 
from the Elenbaas result to three-dimensional flow effects in the 
Elenbaas apparatus. 

In view of the agreement between the constant flux [5] and iso
thermal surface [1] Nu variation, it appears possible to generalize the 
Elenbaas optimum spacing result to all surfaces, by basing the Ray
leigh Number on the average surface-to-air temperature difference. 
In a fin, this average temperature difference is given by the product 
of the temperature difference at the base and the fin efficiency, i.e., 
0 = 7)6n. Consequently, the optimum fin spacing, S o p t = (50/rj)1/4P, 
is dependent on both the array fluid parameters contained in P and 
the efficiency of the fin. 

O p t i m u m F i n D i m e n s i o n s 
In the design of fin arrays for electronic equipment, manufacturing, 

weight and cost considerations generally dictate that the requisite 
thermal load be dissipated with rectangular, longitudinal fins of 
minimum volume and weight. This requirement can be met by 
choosing rectangular fin dimensions which maximize heat dissipation 
per unit fin profile area (Ap in Fig. 1) and it is this particular fin ge
ometry that will serve as a reference point for array design. 

The heat rejection capability of a single, rectangular, least-material 
fin, subjected to a constant heat transfer coefficient, is expressible 
as [6] 

— = 1.258(hk)VWW0 (1) 

This heat transfer rate is attained at a prescribed relationship between 
fin thickness and fin width, according to 

6im = 1.4192(k/2h)1^d1'2 (2) 
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cp = specific heat at constant pressure 
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contains many analyses of heat transfer by natural convection from 
parallel, vertical plates of rectangular profile [1-5] but unfortunately, 
nearly all of these assume the plates to be isothermal [1,2, 3] or con
stant flux surfaces [5] and are thus inapplicable to the determination 
and optimization of heat transfer from an array of finite thermal 
conductivity fins. 

The experimental study by Elenbaas [1] was the first to establish 
the relationship between the separation distance, S, of adjacent iso
thermal plates and the convective coefficient on the plate surface. As 
the spacing was reduced, the surface Nusselt Number, Nu, was found 
to fall below values normally associated with an isolated plate in an 
infinite medium [1]. The Elenbaas results were later shown to also 
agree with the average heat transfer coefficients obtained in natural 
convection airflows in vertical channels formed by plates subjected 
to a constant heat flux [5]. Maximization of total heat transfer from 
an array of parallel plates or fins of known thickness thus requires 
finding the plate spacing for which the product of plate surface area 
and local heat transfer coefficient is a maximum. 

Based on his experimental results, Elenbaas determined that this 
optimum spacing could be obtained by setting the Rayleigh Number 
(based on the plate spacing and aspect ratio) equal to 50. The asso
ciated optimum Nu was found to equal 1.05. A later theoretical study 
by Bodoia and Osterle [2], found Raopt to equal 70 for idealized two-
dimensional flow between the plates and related the slight deviation 
from the Elenbaas result to three-dimensional flow effects in the 
Elenbaas apparatus. 

In view of the agreement between the constant flux [5] and iso
thermal surface [1] Nu variation, it appears possible to generalize the 
Elenbaas optimum spacing result to all surfaces, by basing the Ray
leigh Number on the average surface-to-air temperature difference. 
In a fin, this average temperature difference is given by the product 
of the temperature difference at the base and the fin efficiency, i.e., 
0 = 7)6n. Consequently, the optimum fin spacing, S o p t = (50/rj)1/4P, 
is dependent on both the array fluid parameters contained in P and 
the efficiency of the fin. 

O p t i m u m F i n D i m e n s i o n s 
In the design of fin arrays for electronic equipment, manufacturing, 

weight and cost considerations generally dictate that the requisite 
thermal load be dissipated with rectangular, longitudinal fins of 
minimum volume and weight. This requirement can be met by 
choosing rectangular fin dimensions which maximize heat dissipation 
per unit fin profile area (Ap in Fig. 1) and it is this particular fin ge
ometry that will serve as a reference point for array design. 

The heat rejection capability of a single, rectangular, least-material 
fin, subjected to a constant heat transfer coefficient, is expressible 
as [6] 

— = 1.258(hk)VWW0 (1) 

This heat transfer rate is attained at a prescribed relationship between 
fin thickness and fin width, according to 

6im = 1.4192(k/2h)1^d1'2 (2) 
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Fig. 1 Geometric definition of rectangular, vertical fin array 

Using the heat transfer coefficient value determined by Nuopt = 
1.05 and noting that the efficiency of a least material, rectangular fin 
equals 62 percent [6], the fin width associated with the optimum fin 
spacing is given by 

6opt = 1.591(k/ka)
1'HLvygPPiO)1'W2 = 1.7(/WVfe„)1/2<51/2 (3) 

This relation is, strictly speaking, valid only for least material fins with 
a constant heat transfer coefficient and may, thus, not be applicable 
to fin arrays where spatial variation in h may be encountered. How
ever, when the Elenbaas optimum spacing is used, fully-developed 
flow can be expected to prevail over much of the "channel" height [2] 
and consequently h will be uniform or near-uniform over almost all 
the fin surface area. Furthermore, due to the V4 power dependence 
of the optimum spacing on the surface-to-air temperature difference, 
modest variations in fin efficiency resulting from slight non-unifor
mities in the heat transfer coefficient, can be expected to yield near-
negligible variations in the optimum spacing (less than ±1 percent 
for a ±4 percent change in ??). 

Equation (3) is shown graphically in Fig. 2, where it may be noted 
that, as a consequence of the relatively low heat transfer coefficients 
associated with natural convection in air, the values of bopt vary from 
0.1 to 1 m for typical array parameters. 

Fin Array Dissipation 
Heat rejection from the array is comprised of two components— 

thermal transfer from each of the fins in the array and heat dissipation 
from the area between the fins. Assuming that the number of fins is 
large, the number of fins can be taken equal to the number of inter-fin 
spaces and each equal approximately to W/(S + &). Assuming, fur
thermore, that hopt can be used to characterize the heat transfer 
coefficient in the area between the fins, the total heat dissipation of 
the array is expressible as 

(Q/L) = (Q0pt/L + hoptSopA)W/(Sopt + 5) (4) 

Following substitution for qopJL, hopt, and So p t , with r) = 0.62, 
equation (4) can be modified to yield 

Q/LW60 = [0.15(kakd/P)1'2 + 1.05feo]/[3P + 5] (5) 

A graphical presentation of equation (5) for an aluminum array of 
least material fins, dissipating heat to ambient air is shown in Fig. 3, 
for a typical parametric range. Array dissipation is seen to vary 
strongly with both the array parameter, P , and the thickness of the 
optimum fin 8opt. Furthermore, a maximizing value of 5opt appears 
to exist for each value of P . 
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Fig. 2 Optimum fin width as a function of fin thickness and array param
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Fig. 3 Free convection heat dissipation of an array of optimally spaced, 
vertical, rectangular, least-material fins (aluminum) 

The locus of the array dissipation maxima can be obtained by dif
ferentiation of equation (5) or, more simply, by differentiation of an 
approximate form of this relation, in which heat transfer from the area 
between the fins is neglected. With this assumption, clearly justified 
by the large width of the optimum natural convection fin, equation 
(4) yields 

Q 
1.258(h/e)1/2Vt1/2/(S0 (6) 

LW60 

Differentiating equation (6) relative to 5op t and setting the derivative 
to zero, the maximizing value of 5opt is found to equal So p t . Conse
quently, maximum array dissipation in air is obtained when fin 
thickness is approximately equal to the optimum fin spacing. Sub
stitution of this value in equation (5) yields the peak dissipation ca
pability of a vertical array of rectangular least-material fins as 

Q 

Lwe, 
1.3(fefea)

1/2/6P (7) 

It must be noted that the validity of this relation and, indeed, the 
above analysis, is limited to configurations in which the primary area 
is or can be assumed isothermal. Fortunately, this is a frequently 
encountered situation in the thermal control of electronic components, 
where relatively massive "cold-plates" are used to smooth temporal 
variations in heat dissipation and separate the electronic components 
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from the dirt and humidity laden cooling air [7]. A similar situation 
is generally encountered in fin arrays on the exterior surfaces of liq
uid-filled enclosures [8], as may be found in the chemical industry, 
in the immersion cooling of electronic components or in thermal 
storage devices. 

Discussion 
The results of the present analysis can be conveniently character

ized by examining the behavior of Q/LW8Q, which constitutes an ef
fective array heat transfer coefficient referenced to the primary area. 
Examination of Fig. 3 and equation (5) shows Q/LWOQ, for the con
figuration studied, to be governed by two key parameters: P—em
bodying the influence of geometric, thermal and air property varia
tions, and <Sopt—the individual optimum fin thickness. A factor oHwo 
increase in the fin array parameter typically doubles the value of the 
effective heat transfer coefficient. Alternately, at fixed values of P, 
a maximizing value of 6opt exists, although at larger P values the array 
dissipation is only weakly dependent on 5opt and a maximizing "pla
teau" is encountered. At effective heat transfer coefficients other than 
the maximum, either many, short, thin fins or fewer, longer, thicker 
fins can be used to achieve the same thermal results and it is to be 
expected that mechanical strength, manufacturing and/or packaging 
considerations will dictate the appropriate choice. Significantly, 
however, in the parametric range where array dissipation is sub
stantial, fin thickness is decidedly not negligible, relative to the fin 
spacing, in determining the number of fins that can be accommodated 
per unit width of primary area. 

Turning now to the array configuration at which the peak heat 
dissipation rates are encountered, it is apparent that by proper design 
it is possible to attain effective (array) heat transfer coefficients in 
natural convection, i.e., Q/LW 8Q, that are comparable to values 
normally associated with forced convection transfer (in air) from the 
primary surface alone. In particular, for aluminum fins in air, the 
maximum effective heat transfer coefficient, as presented in Pig. 3, 
is seen to range from 100 to 320 W/m2 cC (18 to 57 Btu/hr-ft2oF) in 
the parametric range of interest, providing a 15 to 45 fold improve
ment over natural convection heat transfer from an unfinned surface. 
These transfer rates are attained when the fins are optimally spaced 
(based on the modified Elenbaas criteria), the thickness of each fin 
closely approximates the optimum spacing and the width of the fins 
is determined by the least-material criterion equation (2). 

Array design, which compromises any one of these three require
ments, cannot be expected to yield the above-mentioned heat transfer 
rates. Thus, for example, a more conventional aluminum fin array, 
consisting of 0.2 cm thick and 5 cm wide, optimally-spaced fins would 
offer a theoretical effective heat transfer coefficient of approximately 
43 W/m2-°C for conditions associated with an array parameter, P, of 
0.002. Comparison with the values shown in Fig. 3 reveals that this 
transfer rate is approximately V6 of what could be obtained at P = 
0.002 by use of 0.6 cm thick and 40 cm wide fins, constituting the 
maximizing configuration. 

Concluding Remarks 
The preceding development reveals that in natural convection ar

rays superior thermal performance is generally associated with rela
tively thick fins. Consequently, fin thickness cannot be neglected in 
optimizing total array heat transfer as it influences both the efficiency 
of individual fins and the number of fins that can be accommodated 
on the primary area. 

Analysis of the thermal performance of an array of least-material, 
optimally spaced, vertical, rectangular fins further suggests that a 
maximizing value of fin thickness exists for each distinct combination 
of environmental, geometric and material constraints. In air, this value 
of fin thickness closely approximates the optimum fin spacing and 
results in effective heat transfer coefficients that offer a 15 to 45-fold 
improvement over natural convection transfer from an unfinned 
surface. 

The array heat transfer rate obtained by setting fin thickness equal 
to the optimum spacing would appear to offer a good first approxi
mation of the maximum attainable natural convection heat dissipa

tion at a specified temperature difference between the primary surface 
and ambient air for a least-material array. With the derived relations 
and a geometric constraint on the fin width or thickness, it is thus 
possible to determine, a priori, whether the necessary thermal control 
can, in principle, be provided by natural convection transfer or 
whether one must resort to an alternate heat transfer technique. 
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C = Pr - dependent parameter 
D = cylinder or sphere diameter 
g = gravitational acceleration 
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from the dirt and humidity laden cooling air [7]. A similar situation 
is generally encountered in fin arrays on the exterior surfaces of liq
uid-filled enclosures [8], as may be found in the chemical industry, 
in the immersion cooling of electronic components or in thermal 
storage devices. 

Discussion 
The results of the present analysis can be conveniently character

ized by examining the behavior of Q/LW8Q, which constitutes an ef
fective array heat transfer coefficient referenced to the primary area. 
Examination of Fig. 3 and equation (5) shows Q/LWOQ, for the con
figuration studied, to be governed by two key parameters: P—em
bodying the influence of geometric, thermal and air property varia
tions, and <Sopt—the individual optimum fin thickness. A factor oHwo 
increase in the fin array parameter typically doubles the value of the 
effective heat transfer coefficient. Alternately, at fixed values of P, 
a maximizing value of 6opt exists, although at larger P values the array 
dissipation is only weakly dependent on 5opt and a maximizing "pla
teau" is encountered. At effective heat transfer coefficients other than 
the maximum, either many, short, thin fins or fewer, longer, thicker 
fins can be used to achieve the same thermal results and it is to be 
expected that mechanical strength, manufacturing and/or packaging 
considerations will dictate the appropriate choice. Significantly, 
however, in the parametric range where array dissipation is sub
stantial, fin thickness is decidedly not negligible, relative to the fin 
spacing, in determining the number of fins that can be accommodated 
per unit width of primary area. 

Turning now to the array configuration at which the peak heat 
dissipation rates are encountered, it is apparent that by proper design 
it is possible to attain effective (array) heat transfer coefficients in 
natural convection, i.e., Q/LW 8Q, that are comparable to values 
normally associated with forced convection transfer (in air) from the 
primary surface alone. In particular, for aluminum fins in air, the 
maximum effective heat transfer coefficient, as presented in Pig. 3, 
is seen to range from 100 to 320 W/m2 cC (18 to 57 Btu/hr-ft2oF) in 
the parametric range of interest, providing a 15 to 45 fold improve
ment over natural convection heat transfer from an unfinned surface. 
These transfer rates are attained when the fins are optimally spaced 
(based on the modified Elenbaas criteria), the thickness of each fin 
closely approximates the optimum spacing and the width of the fins 
is determined by the least-material criterion equation (2). 

Array design, which compromises any one of these three require
ments, cannot be expected to yield the above-mentioned heat transfer 
rates. Thus, for example, a more conventional aluminum fin array, 
consisting of 0.2 cm thick and 5 cm wide, optimally-spaced fins would 
offer a theoretical effective heat transfer coefficient of approximately 
43 W/m2-°C for conditions associated with an array parameter, P, of 
0.002. Comparison with the values shown in Fig. 3 reveals that this 
transfer rate is approximately V6 of what could be obtained at P = 
0.002 by use of 0.6 cm thick and 40 cm wide fins, constituting the 
maximizing configuration. 

Concluding Remarks 
The preceding development reveals that in natural convection ar

rays superior thermal performance is generally associated with rela
tively thick fins. Consequently, fin thickness cannot be neglected in 
optimizing total array heat transfer as it influences both the efficiency 
of individual fins and the number of fins that can be accommodated 
on the primary area. 

Analysis of the thermal performance of an array of least-material, 
optimally spaced, vertical, rectangular fins further suggests that a 
maximizing value of fin thickness exists for each distinct combination 
of environmental, geometric and material constraints. In air, this value 
of fin thickness closely approximates the optimum fin spacing and 
results in effective heat transfer coefficients that offer a 15 to 45-fold 
improvement over natural convection transfer from an unfinned 
surface. 

The array heat transfer rate obtained by setting fin thickness equal 
to the optimum spacing would appear to offer a good first approxi
mation of the maximum attainable natural convection heat dissipa

tion at a specified temperature difference between the primary surface 
and ambient air for a least-material array. With the derived relations 
and a geometric constraint on the fin width or thickness, it is thus 
possible to determine, a priori, whether the necessary thermal control 
can, in principle, be provided by natural convection transfer or 
whether one must resort to an alternate heat transfer technique. 
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In troduc t ion 
Thermally stratified environments exist in nature and in many 

engineering applications. Consequently, there have been a number 
of recent studies which discuss the effect of stratification on natural 
convection heat transfer. Cheesewright [1] and Yang, et al. [2] ob
tained boundary layer solutions for cases which admit similarity 
transformations. For vertical plate problems which do not have a 
similarity solution, Eichhorn [3] and Takeuchi, et al. [4] used a per
turbation method and Chen and Eichhorn [5] used the local non-
similarity method. To our knowledge, there are no published papers 
which treat the boundary layer problems for more complex geometries 
such as the horizontal cylinder or the sphere in a stratified fluid. 

It is well known that the boundary layer equations for horizontal 
cylinders and spheres do not admit a similarity solution even when 
the ambient fluid is isothermal. For these cases there are many 
analyses available. However, the results from different analyses for 
the upper half of the body are not consistent. Since ambient stratifi
cation is an additional complexity, we can expect these methods to. 
give more uncertain results. 

Recently, Raithby, et al. [6, 7] developed an approximate method 
to calculate natural convection heat transfer rates. They have applied 
the method with good success to a number of complex problems. In 
this work, we apply their, approach to derive an equation for the heat 
transfer rate from axisymmetric bodies to a thermally stratified fluid. 
The results for the average heat transfer rate are shown to compare 
very favorably with the experimental data reported in [8] for heated 
horizontal cylinders and spheres in stratified water. The analysis 
parallels Raithby and Hollands application [9] of the approximate 
method to our data [5] for the vertical plate. 

Approximate Boundary Layer Solution 
Fig. 1 shows the coordinate system for a closed-end axisymmetric 

body. The z -coordinate is measured from the forward stagnation point 
of the body and is parallel to the direction of gravity. Based on the 
approach of Raithby, et al. [6], we find the equation for the local heat 
transfer rate from the body surface to a stratified fluid to be 

q = CkiP/vaV'HR^gxVHTu, - T^'HF/G)1'* (1) 

where superscript i is equal to 0 for two-dimensional bodies, and 1 for 
axisymmetric bodies, and 

•* (dTJdx) 
F = exp n + 1) C 

Jo 
-dx 

G = J* (R^g^HTu, - T„)MFdx 

(2) 

(3) 

The other standard symbols are defined in the Nomenclature. 
There are two undetermined constants in the approximate solution: 

C in ecfuation (1) and n in equation (2). Since equation (1) is intended 
to be valid for either two-dimensional or axisymmetric bodies, and 
for either uniform or non-uniform Tw and T„, the value of C is only 
Prandtl number dependent and can be determined by comparing the 
approximate solution with available exact solutions or experimental 
results. In contrast, the value of n actually depends on the velocity 
and temperature distributions. However, as a result of the approxi
mations assumed in deriving equation (1), its value is restricted to 
depend on the ambient fluid stratification and the Prandtl 
number. 

If the ambient fluid is at a uniform temperature, whether or not the 
surface is isothermal, the function F(x) is unity and n is not a pa
rameter in the solution. For the case of an isothermal surface in a 
stratified fluid, equation (2) can be simplified to give 

F=(TW- T„)-4<"+1>/3 
(4) 

Application of the Approximate Solution 
It is of interest to know the accuracy of the approximate heat 

transfer prediction. The method is even more desirable if it gives 
reasonable results for problems which do not have similarity solutions. 
For this, we consider the problem of an isothermal body at Tw im
mersed in a stratified fluid. The temperature of the fluid far from the 

body surface increases linearly with vertical distance, i.e., 

J 1 . = T0 + az (5) 

where To is the ambient temperature at z = 0 (or x = 0). We further 
specify that To is different from Tw. Thus, the problem does not have 
a similarity solution even if the heat transfer body is a vertical 
plate. 

As shown in [5], the effect of stratification on natural convection 
heat transfer can be expressed in terms of a stratification parameter, 
S, which has been defined as 

S = (L/ATm)dTJdz = aL/ATm (6) 

where L is the height of the body and ATM is the temperature dif
ference, Tw — T„ at the midheight of the body. If (Tw — T«,) is posi
tive through the height of the body, the value of S lies between 0 and 
2. If (Tw — T„„) changes sign between z = L/2 and L, the value of S 
is greater than 2. 

To see the effect of stratification on the heat transfer rate, we ex
press the results of the approximate method as 

Nu/Nu i so = G(n,S) (7) 

where Nu is the average Nusselt number for the stratified case and 
the subscript iso refers to the unstratified case with a constant tem
perature difference, Tm. As has been done in [5], the gross heat 
transfer rate from the body surface is used to calculate Nu. 

Vertical Plates 
Raithby and Hollands [9] determined the constant in the approx

imate solution for the vertical plate case by comparison with the 
similarity solution of Yang, et al. [2]. However, the ambient temper
ature in the similarity solution varies differently from that given by 
equation (5). For the case used for comparison in [9], the temperature 
difference is not defined at the leading edge of the plate and decreases 
non-linearly with the plate height. 

In this work we find ra(Pr) by comparing the approximate solution 
with the local nonsimilarity solution in [5] for the vertical plate. The 
results for the average Nusselt number ratio for values of n between 
1.5 and 4.5 are plotted in Fig. 2. In this figure, the local nonsimilarity 
solution for Pr = 0.7 and 6.0 from [5] are also included. We find that 
the approximate solution with n = 2.5 agrees remarkably well with 
the local non-similarity solution for Pr = 6.0. While the agreement 
for Pr = 0.7 is not as good as this, the difference between the ap
proximate solution for n = 4.0 and the nonsimilar solution is less than 
3 percent over the range of S between 0 and 2. 

The values of n given in [9] are quite close to those we have found. 
It seems that n does not strongly depend on stratification of the am
bient fluid. 

Horizontal Cylinder 
For the horizontal cylinder of diameter D, z = (D/2)(l — cos2x/D), 

gx= g sin 2x/D, and Rl = 1 in equation (1). The local or overall heat 
transfer rates can be found by numerical integration, 

z 

Fig. 1 Coordinate system for an axisymmetric body 
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Approximate solution 

, Local nonsimilarity solution (5) 

2.0 

Fig. 2 Comparison between the approximate solution and the local non-
similarity solution for the vertical plate case 
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Z 

II 
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1.0 

© Experimental data, water (8) 

Approx imate solut ion, n=2.5 

Series solut ion, Pr=6.0 (111 

Fig. 3 Influence of stratification on heat transfer from horizontal cylinders 

To compare the theory with experimental data from [8], the cur
vature effect was considered. The effect becomes significant for large 
S because the boundary layer thickens. As shown in the studies of 
Raithby and Hollands [6] and Eichhorn and Wang [10], the curvature 
effect on heat transfer from a horizontal cylinder can be corrected by 
the formula 

Nu = 2/[exp(2/Num) - 1] (8) 

where Nu is the mean Nusselt number as Ra -*<», and Num is the 
measured mean Nusselt number for finite Ra. The experimental data 
from [8,12] for an isothermal environment, modified by equation (8), 
correlate very well with the purely theoretical result [13] 

Nuiso = 0.5 Ra1/4 (9) 

With equations (8) and (9), the data from [8] for a stratified envi
ronment were used to calculate the mean Nusselt number ratio, 
NU/NUJSO- The results and the present theory for n - 2.5 are shown 
in Fig. 3. In the figure, the Goertler type series solution for Pr = 6.0 
from [11] is also included for comparison. Apparently, the approxi
mate solution is in reasonable agreement with experiment while the 
series solution predicts low values of mean Nusselt number ratio for 
large S. 

Spheres 
For a sphere of diameter D,z = (D/2)(l - cos2x/D), gx=g sin 2x/D, 

and Rl = (D/2) sin 2x/D in equation (1). As in the horizontal cylinder 
case, numerical integration is required to compute the heat transfer 
rate. 
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Fig. 4 Influence of stratification on heat transfer from spheres 

T h e curva tu re effect was also considered in compar ing theoret ical 

predic t ions and exper imenta l d a t a for t h e case of spheres . T h e effect 

is well known a n d can be e s t i m a t e d wi th good a p p r o x i m a t i o n by 

Nu = Nu„ (10) 

where N u a n d N u m were def ined previously . For an i so thermal en

vironment , t h e da t a for water from ][8] fit very well with t h e correlation 

equa t ion (9), r e c o m m e n d e d by M c A d a m s [14] for spheres . 

E q u a t i o n s (9) a n d (10) were used to ob ta in the m e a n Nusse l t 

n u m b e r r a t io for t h e d a t a given in [8] for sphe res in s t ra t i f ied water . 

Fig. 4 shows t h e p r e s e n t solut ion for n - 2.5 a n d t h e expe r imen ta l 

resul ts ; fair a g r e e m e n t is ob ta ined . 

Conclusions 
1 An approx ima te solut ion has been ob ta ined for t h e p rob lem of 

n a t u r a l convect ion from an ax i symmet r i c b o d y to a t h e r m a l l y s t r a t 

ified fluid. 

2 F o r an i so the rmal hor izon ta l cyl inder or sphe re in a l inear ly 

s t ra t i f ied fluid, t h e average h e a t t ransfer r a t e p red ic t ed by t h e ap 

p r o x i m a t e so lu t ion compares very well wi th avai lable expe r imen ta l 

d a t a for water . 
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T = dimensionless temperature, (6 — 6c)/(6h ~ 6c) 
w = width of gap 
x = vertical coordinate 
y = horizontal coordinate 
0 = temperature 
0C = cold wall temperature 
dh — hot wall temperature 

Introduction 
The laminar free convection in a fluid enclosed by two vertical 

isothermal surfaces (at different temperatures) and two horizontal 
insulated surfaces has been widely investigated both experimentally 
[1, 2] and theoretically [3-6]. However, whereas most reported results 
have been either for the square cavity or for aspect ratios of 2 or more 
where many engineering applications occur, only a few studies [6,7] 
have involved L < 1. The purpose of this communication is to help 
fill in the range of aspect ratios from 0.5 to 5 for gas-filled cavities at 
low Grashof number. This range is of considerable interest for non-
insulating applications since Nu peaks in the vicinity of L = 1 [7], and 
here the Nu dependence on L reverses. 

The results reported here were obtained from a theoretical inves
tigation in which the two-dimensional laminar free convective heat 
transfer was predicted numerically for a gas enclosed in a rectangular 
enclosure with isothermal side boundaries and adiabatic top and 
bottom walls. Specifically, the computation involved atmospheric air 
(Pr *» 0.7), a fixed gap (w) of 1.905 cm (0.75 in) thickness, one vertical 
wall (the cold wall) held at a fixed uniform temperature (6C) of 18.3°C 
(65°F), and the other (the hot wall) held at a uniform temperature 
(0h) in the range 23.3 to 58.3°C (74-137°F). The height of the cavity 
(H) was varied to provide aspect ratios in the range 0.5 to 5. The for
mulation of this boundary value problem using the Boussinesq ap
proximation is well documented [8], and the governing equations and 
boundary conditions show that the velocity and temperature fields 
are dependent on Gr, Pr, and L. The time-dependent governing 
vorticity, stream function and energy equations [3] were solved using 
a modified Alternating-Direction Implicit finite difference method 
coupled with the Gauss-Seidel successive over-relaxation iterative 
technique. This approach as applied to the mixed boundary condi
tions problem is outlined in detail in [9]. 

Results and Discussion 
Eight solutions using increments in A8 of 5 C°, were obtained at 

each of the aspect ratios listed in Table 1. An additional 17 runs were 
also made for the square cavity spanning Grashof numbers of 
(1.05-55.5) 103 which included one result in the conduction regime. 
Air properties were evaluated at (dh + 6c)/2. The grid systems were 
square with mesh spacing of A* = Ay = 0.05w which was determined 
to be the most practical (in terms of accuracy and computer time) after 
running several test cases with Ax/w of 0.10, 0.05, 0.033 and 0.025. 

1. Flow Regimes. Following Eckert and Carlson [1], the tern-

Table 1 LSFdata for Nu = C (Ra) m 

L N C m Std. Dev.* Range** 
0.5 
0.6 
0.7 
0.8 
1.0 
1.0 
1.2 
1.4 
1.5 
1.6 
1.8 
2.0 
2.5 
3.0 
4.0 
5.0 

7 
8 
8 
8 
8 

24 
8 
8 
8 
8 
8 
8 
8 
8 
8 
8 

0.037 
0.048 
0.054 
0.071 
0.116 
0.120 
0.149 
0.167 
0.172 
0.175 
0.176 
0.174 
0.166 
0.156 
0.142 
0.132 

0.386 
0.382 
0.385 
0.365 
0.322 
0.318 
0.299 
0.288 
0.285 
0.283 
0.282 
0.283 
0.285 
0.289 
0.293 
0.295 

1.50 
2.09 
0.35 
0.27 
0.49 
0.64 
0.50 
0.42 
0.41 
0.44 
0.47 
0.54 
0.49 
0.39 
0.33 
0.66 

b 
a 
a 
a 
a 
c 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 

perature distribution across the gap at the mid-height of the channel 
was used to distinguish between the three flow regimes, viz. conduc
tion, asymptotic and laminar boundary layer. Using this convention, 
the boundary between the asymptotic and boundary layer regimes 
occurs when dT/d(y/w) = 0 where the gradient is evaluated at y/w 
= 0.5 = x/H. This boundary was obtained from the numerical values 
of the temperature fields, and the results are reported in Fig. 1. The 
lowest boundary Rayleigh (~6300) occurred in the vicinity of L = 1.5. 
For the square cavity, the boundary was located at about Ra = 7500 
which is in fair agreement with the findings of De Vahl Davis [4] and 
MacGregor and Emery [10]. There were no cases in the laminar 
boundary layer regime (within the investigated Ra range) for L = 0.6 
and 0.5 which is not surprising. For L = 0.7, the temperature distri
bution at the mid-height gap for the highest Ra test (Ra = 2.15 X 104) 
was near the boundary (dT/d(y/w) = 0.119). For L > 3, the present 
variation of boundary Ra with L appears to merge reasonably well 
with the results of Thomas and De Vahl Davis [11] who have reported 
that their criterion (Ra/L = 3000, L > 5) properly categorized not only 
their data, but also all but one of the data of Eckert and Carlson 

[1]. 
2. Heat Transfer Results. The computed results for average 

Nusselt number are shown in Fig. 2. Nusselt values near the peak are 
almost constant between L « 1.4 to 1.8 and hence essentially inde
pendent of L. The maximum Nusselt numbers shift slightly with 
Grashof number from about L = 1.6 at the lowest Grashof number 
to about L = 1.45 at the highest Grashof number. This trend is also 
present in the results of Boyack and Kearney [7]. 

For a fixed Grashof number, the flow pattern is obviously optimum 
for heat transfer at L » 1.5. This is related to flow regime. For Gr = 
9740 (for example), only aspect ratios between about 1 and 2 (i.e., in 
the vicinity of the Nu peak) are in the boundary layer regime. Simi-
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Fig. 1 Boundary between asymptotic and laminar 
boundary layer regimes 

* Std. Dev. = [(1/N) 2 (Nuco„. _ NUpred.)2]1^ and is expressed here as a percent 
of the average Nuco r r in the range. 
** Range a: 5078 < Gr < 30650; 0.706 < Pr < 0.703. 6: 9737 < Gr < 30650; 0.706 
< Pr < 0.703. c: 2085 < Gr < 55550; 0.706 < Pr < 0.692. 

Present Results -

G r » l 0 3 = 3 0 . 6 

O — O G r * 5 . 0 8 x 1 0 s 

N...„asctaU,WJ^s
G;;f7;";^ 

[ V — V Gr»30 .6x lO S 

BoyrJchaKoam«y[7J+ h G r " l 4 . 3 x l 0 3 

Fig. 2 Variation of Nusselt with aspect ratio for fixed Grashof 
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larly, for higher Gr, the flow character at L '» 1.5 is further advanced 
into the boundary layer regime than higher aspect ratios whereas 
lower aspect ratio cross-sections may still be in asymptotic flow. The 
shape of the boundary line in Fig. 1 suggests for a given Ra (viewed 
as fixed w and A0), that the upper limit in L occurs when the physical 
height is such that the growing thermal boundary layers begin to in
terfere significantly with each other, whereas at the lower limit, H is 
inadequate for the heat transfer to be accomplished by convection 
alone. 

Fig. 3 shows Nu as a function of Ra for selected fixed aspect ratios. 
It includes the additional data at L = 1 not shown in Fig. 2. In general, 
Nu increases non-linearly with Ra, however, the relationship is almost 
linear at L = 0.5. Within the investigated range, the square cavity and 
the rectangular cavity of L = 2.5 perform similarly as do several other 
pairs pivoted about L = 1.5. 

Heat transfer correlations (involving all computed data from both 
regimes)3 were obtained by least-squares-fit and are given in Table 
1 where the coefficient (C) incorporates the L dependence where it 
exists. All of the computed Nu values were correlated by Nu = C 
(Ra)"' with a standard deviation of 0.65 percent of the average Nusselt 
in the set. 

As shown in Fig. 3, the present Nu results are in excellent agreement 
with the results of previous investigators for L = 0.5 and 1. Also Fig. 
2 shows reasonable consistency with the predictions of Boyack and 
Kearney [7] for Ra = 104 (equivalent to Gr = 14.3 X 103 for Pr = 0.70). 
Fig. 2 also includes the results of Newell and Schmidt [5]. Their cor
relation for air (2.5 < L < 20,4 X 103 < Gr < 1.4 X 10s) represents (at 
L ~ 5) a median of the published correlations such as those in [2] and 
[10]. As can be seen, the present results merge reasonably well with 
it. For the square cavity, the present results agree well with the cor
relation of Newell and Schmidt [5] at the lowest Grashof number, but 
are about 13 percent lower at the highest Grashof number. A similar 
divergence occurs at L = 2.5. Although the solution procedure of 
Newell and Schmidt [5] differs in detail from the present method (e.g., 
handling of vorticity boundary conditions), the above noted dis
crepancies are likely due mainly to differences in mesh size. Heat 
transfer results can be very sensitive to mesh size particularly for low 
aspect ratio cavities operating in the laminar boundary layer regime. 
For example, for L = 1, Wilkes and Churchill [3] found a 12 percent 
decrease in Nu when a square mesh of O.lOw was replaced by a finer 
mesh of 0.05«J for Gr = 2 X 104 and Pr = 0.733. Newell and Schmidt 
[5] used Ay = 0.083u> = 2 Ax for L = 1 and 2.5, which is marginal for 
small L at the larger Grashof numbers [6, 7]. 

Conc lus ions 

Results have been presented from which the laminar free convective 
heat transfer across air-filled rectangular enclosures can be calculated 

3 It was found in an earlier study [9] that there is little advantage to be gained 
by separating the data according to flow regime. 
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Fig. 3 Variation of Nusselt with Rayleigh for fixed aspect ratio 

for aspect ratios in the range 0.5 to 5. For fixed AS, the heat transfer 
is maximum at L « 1.5, and it is here that the boundary Rayleigh 
number attains its minimum value. 
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Method for Visualizing High 
Prandtl Number Heat 
Convection1 

M. Vedhanayagam,2 J. H. Lienhard,3 and R. 
Eichhorn3 

Baker [1] described the so-called "thymol blue" method for visu
alizing boundary layer flows, in 1966. The method has been used to 
advantage by others (see e.g., [2-4]). Eichhorn, Lienhard, and Chen's 
[4] use of the method in their study of convection in thermally strat
ified environments led to a need for visualizing convection at Prandtl 
Numbers, Pr, greater than those for warm water. Hide and Ibbestson 
[2] varied viscosity in their work by mixing sucrose with water, but 
they did not provide physical properties of the mixture nor did they 
note any limitations on the method. In this note we show how the 
thymol blue method can be used while the Prandtl Number, Pr, is 
changed at will from 7 to 10,000 by mixing water with any desired 
fraction of pure glycerol. 

The Prandtl number, Pr = ficp/k, requires the evaluation of three 
properties for water and glycerol mixtures. The properties of pure 
water [5] and glycerol [6] are readily available and the viscosity, n, [7], 
and thermal conductivity, k, [8] of glycerol-water mixtures have been 
measured as well. Only a few values of cp for glycerol-water mixtures 
are available at 15 and 32°C. We have passed solid lines through these 
data in Fig. 1. The dashed lines in Fig. 1 are interpolations at other 
temperatures, with the same general shape as the solid lines, but they 
are stretched to fit the known values of cp for pure water and glyc
erol. 
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larly, for higher Gr, the flow character at L '» 1.5 is further advanced 
into the boundary layer regime than higher aspect ratios whereas 
lower aspect ratio cross-sections may still be in asymptotic flow. The 
shape of the boundary line in Fig. 1 suggests for a given Ra (viewed 
as fixed w and A0), that the upper limit in L occurs when the physical 
height is such that the growing thermal boundary layers begin to in
terfere significantly with each other, whereas at the lower limit, H is 
inadequate for the heat transfer to be accomplished by convection 
alone. 

Fig. 3 shows Nu as a function of Ra for selected fixed aspect ratios. 
It includes the additional data at L = 1 not shown in Fig. 2. In general, 
Nu increases non-linearly with Ra, however, the relationship is almost 
linear at L = 0.5. Within the investigated range, the square cavity and 
the rectangular cavity of L = 2.5 perform similarly as do several other 
pairs pivoted about L = 1.5. 

Heat transfer correlations (involving all computed data from both 
regimes)3 were obtained by least-squares-fit and are given in Table 
1 where the coefficient (C) incorporates the L dependence where it 
exists. All of the computed Nu values were correlated by Nu = C 
(Ra)"' with a standard deviation of 0.65 percent of the average Nusselt 
in the set. 

As shown in Fig. 3, the present Nu results are in excellent agreement 
with the results of previous investigators for L = 0.5 and 1. Also Fig. 
2 shows reasonable consistency with the predictions of Boyack and 
Kearney [7] for Ra = 104 (equivalent to Gr = 14.3 X 103 for Pr = 0.70). 
Fig. 2 also includes the results of Newell and Schmidt [5]. Their cor
relation for air (2.5 < L < 20,4 X 103 < Gr < 1.4 X 10s) represents (at 
L ~ 5) a median of the published correlations such as those in [2] and 
[10]. As can be seen, the present results merge reasonably well with 
it. For the square cavity, the present results agree well with the cor
relation of Newell and Schmidt [5] at the lowest Grashof number, but 
are about 13 percent lower at the highest Grashof number. A similar 
divergence occurs at L = 2.5. Although the solution procedure of 
Newell and Schmidt [5] differs in detail from the present method (e.g., 
handling of vorticity boundary conditions), the above noted dis
crepancies are likely due mainly to differences in mesh size. Heat 
transfer results can be very sensitive to mesh size particularly for low 
aspect ratio cavities operating in the laminar boundary layer regime. 
For example, for L = 1, Wilkes and Churchill [3] found a 12 percent 
decrease in Nu when a square mesh of O.lOw was replaced by a finer 
mesh of 0.05«J for Gr = 2 X 104 and Pr = 0.733. Newell and Schmidt 
[5] used Ay = 0.083u> = 2 Ax for L = 1 and 2.5, which is marginal for 
small L at the larger Grashof numbers [6, 7]. 

Conc lus ions 

Results have been presented from which the laminar free convective 
heat transfer across air-filled rectangular enclosures can be calculated 

3 It was found in an earlier study [9] that there is little advantage to be gained 
by separating the data according to flow regime. 
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for aspect ratios in the range 0.5 to 5. For fixed AS, the heat transfer 
is maximum at L « 1.5, and it is here that the boundary Rayleigh 
number attains its minimum value. 
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Baker [1] described the so-called "thymol blue" method for visu
alizing boundary layer flows, in 1966. The method has been used to 
advantage by others (see e.g., [2-4]). Eichhorn, Lienhard, and Chen's 
[4] use of the method in their study of convection in thermally strat
ified environments led to a need for visualizing convection at Prandtl 
Numbers, Pr, greater than those for warm water. Hide and Ibbestson 
[2] varied viscosity in their work by mixing sucrose with water, but 
they did not provide physical properties of the mixture nor did they 
note any limitations on the method. In this note we show how the 
thymol blue method can be used while the Prandtl Number, Pr, is 
changed at will from 7 to 10,000 by mixing water with any desired 
fraction of pure glycerol. 

The Prandtl number, Pr = ficp/k, requires the evaluation of three 
properties for water and glycerol mixtures. The properties of pure 
water [5] and glycerol [6] are readily available and the viscosity, n, [7], 
and thermal conductivity, k, [8] of glycerol-water mixtures have been 
measured as well. Only a few values of cp for glycerol-water mixtures 
are available at 15 and 32°C. We have passed solid lines through these 
data in Fig. 1. The dashed lines in Fig. 1 are interpolations at other 
temperatures, with the same general shape as the solid lines, but they 
are stretched to fit the known values of cp for pure water and glyc
erol. 

1 This work was part of a larger study of natural convection funded by the 
N.S.F. under Research Grant No. ENG 72-03904. 

2 Research Assistant, Mechanical Engineering Department, University of 
Kentucky, Lexington, KY 40506. 

3 Professor, Mechanical Engineering Department, University of Kentucky, 
Lexington, KY 40506, Fellow ASME. 

Journal of Heat Transfer AUGUST 1979, VOL. 101 / 571 Copyright © 1979 by ASME

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Interpolated values oiy.,k, cp, and the compressibility, /3, are tab
ulated at four temperatures in Table 1. Values of ^ in the table were 
evaluated numerically using the specific volume data for mixtures 
given in [8]. 

Baker describes the method for preparing a thymol blue solution 
for visualization as follows: First, enough thymol blue is dissolved in 
the water to produce a 0.01 percent by weight solution. This solution 
is then titrated to the end point, which lies slightly on the acid side, 
by adding 1-N NaOH, drop by drop, until the solution turns dark blue, 
and a drop of 1-N HC1 to bring the color back to yellow. He also pre-
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Fig. 1 Specific heat of glycerol solutions at various temperatures 

scribed a d-c voltage level of 5V with a current flow of about 5mA for 
an electrode spacing of 0.5 cm. 

We were able to use the same procedure, with the following slight 
modifications, in the various mixtures of glycerol and water. The 
working fluid is prepared by mixing measured quantities of water and 
glycerol to obtain any desired Prandtl number. Enough thymol blue 
is dissolved in the mixture to produce a 0.01 percent by weight solu
tion. A small pellet of solid NaOH is dropped in this solution and 
stirred continuously until the solution turns dark blue. The excess 
undissolved NaOH is quickly removed and a drop of 1-N HC1 is added 
to bring the end point to acid side turning the color of the solution to 
orange. Addition of a very small amount of NaOH, when the thymol 
blue is being dissolved, increases its solubility. The use of solid NaOH, 
instead of a 1-N solution, reduces the quantity of unaccounted water 
present in the mixture. 

As the glycerol concentration increases in the mixture, a higher d.c. 
voltage is required between the electrodes (up to 30V). This is because 
the conductivity of the mixture goes down with an increasing con
centration of glycerol. The cathode is the ink-generating heated body 
and the anode is a copper plate in contact with the working fluid away 
from the field of observation. 

As an example, we have prepared Figs. 2 and 3. These show natural 
convection from two horizontal cylinders. In each case the Grashof 
number based on the heating rate per unit length, q, the heater di
ameter, D, and properties evaluated at the bath temperature: Gr* = 
Pqgp2Da/kn2, is 5.65. 

The Prandtl numbers for the two cases differ by a factor of 783.5. 
This was accomplished by using a 1.905 cm dia cylinder in a 96 per
cent glycerol mixture for the photograph in Fig. 2 and a 0.046 cm dia 
wire in pure water for the photograph in Fig. 3. 

The resulting wake behavior differs dramatically in the two cases. 
At Pr = 5500 the wake extends only two diameters above the cylinder, 
but at Pr = 7.02 it extends 300 diameters. 

Thus the use of predictable glycerol-water mixtures provide means 
for exposing independent Pr effects in natural convection. These 
would previously have been hard to identify. 
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Nomenclature

Cf = friction factor,}J. (uu) /pu~2
uy y=o

f = dimensionless stream function, 'It(x, y)/Kvu~vx
g = gravitational acceleration
Gr = Grashofnumber,g,8(Tw - T~)x3/v2

h = coefficient of heat transfer, k (uri / (Tw - T~)
uy)y=o

k = thermal conductivity
K = constant which is so chosen that a coefficient of each term in

equations (5) and (6) becomes an integer
Nu = Nusselt number, hx/k
Pr = Prandtl number, via.
Re = Reynolds number, u~x/v
u, u = velocity component of x and y-direction
a. = thermal diffusivity
f3 = coefficient of volumetric expansion

~ = ratio of Gr and Re2

(J = dimensionless temperature, T - T ~/Tw - T ~

}J. = viscosity
v = kinematic viscosity
'It = stream function

s. Tsuruno1 and I. Iguchi2

Mechanism of Heat and
Momentum Transfer of
Combined Free and Forced
Convection with Opposing
Flow

'1/ = pseudo-similarity variable, J'..vu~/vx
K

Introduction
This note is concerned with the opposing flow of combined free and

forced convection along an isothermal vertical plate with free stream
velocity varying as u=(x) "" x m. Various authors have reported their
theoretical [1-4] and experimental work [5] on this problem. In [2]
and [3], the characteristics of the heat transfer and the friction factor
were reported in connection with the isothermal vertical flat plate at
Pr = 0.7-10. Sparrow, et al. [1] gave similar solutions for the cases
u~(x) "" X l/2• T w - T w = const. and u=(x) '" X 3/5, T w - T ~ '" X liS.
Wilks [4] presented the numerical solution to the case of the constant
heat flux at Pr = 1 and investigated the mechanism of this convective
flow around the separation point.

However, in these investigations, the examination of the mechanism
of buoyancy effect on fluid flow and heat transfer is not yet considered
to be sufficient. That is, thus far the buoyancy effect on the transfer
phenomena has been treated only from the point of view of how skin
friction and heat transfer vary due to the increase of buoyance force;
and no discussion on the fundamental property which probably exists
through the various Prandtl numbers has been written.

This note attempts to supplement the aforementioned insufficient
points that have not yet been examined for flow along the isothermal
vertical plate with free stream velocity varying as u~(x) "" x m.
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fense Academy, Hashirimizu, Yokosuka, Japan.
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Fig. 3. The visualization of natural convection from a 0.46 mm dla wire In
pure water. Gr" = 5.65, PI' = 7.02, surface heat flux, q", = 12,000W/m2•

(Some as-yet-unexplalned thermal phenomenon at the wire leads to verflcal
striations 01 lhe thymol blue which were absent allhe gentler heat rate used
In Fig. 2)
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Nomenclature

Cf = friction factor,}J. (uu) /pu~2
uy y=o

f = dimensionless stream function, 'It(x, y)/Kvu~vx
g = gravitational acceleration
Gr = Grashofnumber,g,8(Tw - T~)x3/v2

h = coefficient of heat transfer, k (uri / (Tw - T~)
uy)y=o

k = thermal conductivity
K = constant which is so chosen that a coefficient of each term in

equations (5) and (6) becomes an integer
Nu = Nusselt number, hx/k
Pr = Prandtl number, via.
Re = Reynolds number, u~x/v
u, u = velocity component of x and y-direction
a. = thermal diffusivity
f3 = coefficient of volumetric expansion

~ = ratio of Gr and Re2

(J = dimensionless temperature, T - T ~/Tw - T ~

}J. = viscosity
v = kinematic viscosity
'It = stream function
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'1/ = pseudo-similarity variable, J'..vu~/vx
K

Introduction
This note is concerned with the opposing flow of combined free and

forced convection along an isothermal vertical plate with free stream
velocity varying as u=(x) "" x m. Various authors have reported their
theoretical [1-4] and experimental work [5] on this problem. In [2]
and [3], the characteristics of the heat transfer and the friction factor
were reported in connection with the isothermal vertical flat plate at
Pr = 0.7-10. Sparrow, et al. [1] gave similar solutions for the cases
u~(x) "" X l/2• T w - T w = const. and u=(x) '" X 3/5, T w - T ~ '" X liS.
Wilks [4] presented the numerical solution to the case of the constant
heat flux at Pr = 1 and investigated the mechanism of this convective
flow around the separation point.

However, in these investigations, the examination of the mechanism
of buoyancy effect on fluid flow and heat transfer is not yet considered
to be sufficient. That is, thus far the buoyancy effect on the transfer
phenomena has been treated only from the point of view of how skin
friction and heat transfer vary due to the increase of buoyance force;
and no discussion on the fundamental property which probably exists
through the various Prandtl numbers has been written.

This note attempts to supplement the aforementioned insufficient
points that have not yet been examined for flow along the isothermal
vertical plate with free stream velocity varying as u~(x) "" x m.
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Fig. 3. The visualization of natural convection from a 0.46 mm dla wire In
pure water. Gr" = 5.65, PI' = 7.02, surface heat flux, q", = 12,000W/m2•

(Some as-yet-unexplalned thermal phenomenon at the wire leads to verflcal
striations 01 lhe thymol blue which were absent allhe gentler heat rate used
In Fig. 2)
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This note is concerned with the opposing flow of combined free and 

forced convection along an isothermal vertical plate with free stream 
velocity varying as uw(x) "" xm. Various authors have reported their 
theoretical [1-4] and experimental work [5] on this problem. In [2] 
and [3], the characteristics of the heat transfer and the friction factor 
were reported in connection with the isothermal vertical flat plate at 
Pr = 0.7-10. Sparrow, et al. [1] gave similar solutions for the cases 
uw(x) "" xl/2, Tw - T w = con st. and uw(x) "" x 315, TIO - T oo '" x l / 5. 

Wilks [4] presented the numerical solution to the case of the constant 
heat flux at Pr = 1 and investigated the mechanism of this convective 
flow around the separation point. 

However, in these investigations, the examination of the mechanism 
of buoyancy effect on fluid flow and heat transfer is not yet considered 
to be sufficient. That is, thus far the buoyancy effect on the transfer 
phenomena has been treated only from the point of view of how skin 
friction and heat transfer vary due to the increase of buoyance force; 
and no discussion on the fundamental property which probably exists 
through the various Prandtl numbers has been written. 

This note attempts to supplement the aforementioned insufficient 
points that have not yet been examined for flow along the isothermal 
vertical plate with free stream velocity varying as uw(x) '" xnt. 

I Lecturer, Department of Mechanical Engineering, The National Defense 
Academy, Hashirimizu, Yokosuka, Japan. 

2 Professor, Department of Mechanical Engineering, The National De
fense Academy, Hashirimizu, Yokosuka, Japan. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
October 17, 1978. 

AUGUST 1979, VOL. 101 / 573 

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



T a b l e 1 Coef f i c i en t s of e q u a t i o n (8) 

Fig. 1 Nusselt number 
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Analysis 
The problem discussed in this note is that of the opposing flow of 

combined free and forced convective flow along an isothermal plate 
where the index, m, is varied from m = 0 to 1/11. The x-coordinate 
is measured from the leading edge and the y -coordinate is measured 
normal to the wall surface where the positive x -axis is directed ver
tically downwards. The free stream is assumed to flow downwards 
along the surface of the plate with Tw where Tw > T„ (T„ is the 
temperature in the free stream). Based on the assumption that the 
fluid properties are constant independent of the temperature and that 
the viscous heating is negligible, the governing equations are: 

du du 
— + — = 0 
dx dy 

du du d2u du« . , „ _ . 
u — + v — =P — + u . — - « j8 (T - T - ) 

dx dy dy* ax 

dT dT d2u 
u 1- v — = a—-

dx dy dy2 

The boundary conditions are: 

u = u = 0, T=Twaty = 0;u- , T = r „ a t y = oo 

(1) 

(2) 

(3) 

(4) 

Equations (1-4) are transformed into the nondimensional partial 
differential equations (5-7) by the use of the usual boundary layer 

m\(ii 

0 
1/35 
1/17 
1/11 

P r \m 

1 
5 

10 
100 

oo ai <z2 

0.3358 0.005828 -0.3761 
0.3472 0.01417 -0.3676 
0.3614 -0.03801 -0.09022 
0.3808 -0.01710 -0.2795 

0 3 

0.7035 
0.6137 
0.1423 
0.5089 

Table 2 The values of £„ 

0 1/35 

0.1970 0.2482 
0.2774 0.3433 
0.3232 0.4072 
0.6274 0.8036 

1/17 

0.3001 
0.4163 
0.4928 
0.9632 

a4 

-0.4707 
-0.3836 
-0.1470 
-0.3575 

1/11 

0.3450 
0.4887 
0.5832 
1.129 

theory, where the new variables employed are shown in the nomen
clature. 

d3/ 

d»?3 + K2 m + 1 d-

2 dr, <2 \dvl 
+ m 

+ (2m - 1)? 
d{ d2{ 

d2fl 

dr,2 + PT-K2 m + 1 , dd , 
— - — / — + ( 2 m - 1 ) { 

2 dri 

dri di-dr, 

df_dl 

d2/ df 
dr,2 di 

_ d £ d / 

dr/d%, 

/ = — = O,0 = l , a t j ) = O 
dr, 

= 1,6 = 0, at r, •• 

= 0 (5) 

r - 77 = 0 (6) 

(7) 

The numerical solutions were carried out for the cases of m = 0 ~ 1/11 
and Pr = 0.7 ~ 100, where the numerical procedure employed is based 
on the implicit finite difference scheme [6]. In particular, the calcu
lation in the very near region of the separation point, i-s, was carefully 
carried out, changing the step length in £ according to the decrease 
of d2//dj72|,=o; but it is difficult to go on with the computation to the 
region more advanced than £ corresponding to d2f/dr,2\v=o < 10 - 3 , 
where the smallest step length in £ is 10~6. Therefore, £ corresponding 
to d2//d?)2|,=o x 10 - 3 might be considered to be the approximate 
separation point fs. Moreover, the reason why the calculation was 
terminated at m = 1/11 is mainly the numerical difficulty. 

R e s u l t s and D i s c u s s i o n s 
The obtained results are shown in Pigs. 1-3. Fig. 1 shows the 

characteristic of the transfer, where the ordinate is (Nu/VRe). Pr"1 / 3 

and the abscissa is | /£ s . £ is Gr/Re2 and ijs is the value of J at the 
separation point. One should note in Fig. 1 that the relationship be
tween (Nu/VRe)-Pr_ 1 / 3 and £/£s approximately results in a curved 
line independent of the Prandtl number for each value of m. As is seen 
in Fig, 1, slight differences arise due to the Prandtl number, which 
increases with the increase of the value of m. At m = 0, the differences 
due to the Prandtl number are below ±1 ~ 2 percent, but, a tm = 1/11, 
those become below ±3 percent. However, in the regions of m = 0 ~ 
1/11, the differences arising from the Prandtl number may be con
sidered to be small enough; and therefore, it is possible to consider 
that the Nusselt number is a function of Pr""1/3 and £/£s- Such a 
characteristic, as seen in the opposing flow, is a peculiar one which 
characterizes the opposing flow of the combined free and forced 
convection. On the other hand, the characteristic shown in Fig. 1 also 
suggests that it is capable of deriving the correlation of the heat 
transfer coefficient. Then approximating the relation shown in Fig. 
1 with the polynomial expression gives the correlation of the transfer 
coefficient: 

Nu 

V i e 
, p r - l /8 , 

;=o 
(8) 

where the coefficients a; were tabulated in Table 1, the values for 
which were obtained by use of the method of least squares based on 
the mean values of the numerical results obtained. The degree of 
agreement is below maximum ±3 percent from the standard values 
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(the mean values) for the regions of 0 < £/£s < 0.99. The position of 
the separation point, £s, plays an important role in predicting the heat 
transfer coefficient from equation (8); then, the values of £s are shown 
in Fig. 2 and in Table 2, where £s gradually increases with the Prandtl 
number. This signifies that the buoyancy effect on the flow field de
creases as the Prandtl number increases. Furthermore, the gradients 
of those lines change around Pr = 7 ~ 8, which are divided into two 
approximately straight lines corresponding to the regions of 0.7 < Pr 
< 7 and 8 < Pr < 100. Therefore, it can be seen that there are two 
patterns concerning the dependency of the Prandtl number on this 
convective flow field. Fig. 3 indicates the characteristic of the skin 
friction where the figure was drawn in the same manner as Fig. 1; the 
ordinate is Cp^/Re and the abscissa is £/£s. As is proved by Fig. 3, it 
is found that the characteristic of skin friction also depends on the 
ratio of £ and £s similar to the case of Fig. 1, where the differences 
arising from the Prandtl number are smaller than in the case of Fig. 
1, so that they are hardly perceptible. 

From the discussions above it is proved that £/£s is the most con
venient parameter in scaling the characteristics of heat transfer and 
friction factor in the opposing flow with Prandtl number. Such scaling 
might be established in the friction factor for the wide range of m, 
while, as regards the Nusselt number, it gradually collapses with the 
increase of m, and has a tendency to get lost; but it should be noted 

that the scattering due to Prandtl number may be very small in the 
case of m. 
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ERRATA 

E r r a t u m : R. S. Basu and J . V. Sengers, "Viscosity of Nitrogen near the Crit ical Point ," published in the Februa ry 1979 issue 
of the Journal of Heat Transfer, pp. 3-8. 

Equation (10) should read: 

10 + y\ 
o ]h(x)--h'(x) 

Er ra tum: F. J . Renk and P. C. Wayner, J r . , "An Evaporat ing Ethanol Meniscus, P a r t II: Analytical Studies," published in the 
February , 1979 issue of the Journal of Heat Transfer, pp. 59-62. 

In Fig. 4 on page 62, the vertical axis should read Heat Flux, Q X 10~s w/m2. This would make the maximum heat 
flux presented in the figure to be approximately equal to 6 X 105w/m2. 
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ERRATA 

Enatum: R. S. Basu and J. V. Sengers, "Viscosity of Nitrogen near the Critical Point," published in the February 1979 issue 
of the Journal of Heat Transfer, pp. 3-8. 

Equation (10) should read: 

Errat.um: F. J. Renk and P. C. Wayner, Jr., "An Evaporating Ethanol Meniscus, Part II: Analytical Studies," published ill the 
February, 1979 issue of the Journal of Heat Transfer, pp. 59-62. 

In Fig, 4 on page 62, the vertical axis should read Heat Flux, Q X 10-1) w/m 2, This would make the maximum heat 
flux presented in the figure to be approximately equal to 6 X l05w/ m2, 
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ERRATA 
Erratum: Md. Alamgir and J. H. Lienhard, "The Temperature Dependence of Surface Tension of Pure Fluids," published in 

the May 1978 issue of the Journal of Heat Transfer, pp. 324-329. 
We are sorry to announce that our recent paper on surfac:.e tension is seriously in error. In that paper we conjectured 

that the surface tension, IT, varied as follows with the reduced limiting liquid superheat of a van der Waals substance, 
(tiTrm)vdW, and the Pitzer accentric factor, w. 

(1) 

where ITo' was a lead constant and f:l(W) was an undetermined function. On the basis of this equation we wrote: 

-- h(w) 
a In IT/ jd In (ti Trm)udW 

aT,., w dT,., 
(2) 

where T,.., is the reduced saturation temperature. The l.h.s. was easily calculable using IT data and the established function 
(.tJ.Trm)vdW' We plotted the l.h.s. against W for known substances and obtained an extraordinarily good correlation of 
data, from which the function Ia(w) was set as 

h(w) = 1.06 - 0.6Sw (3) 

Equation (3) is shown in Fig. 7. The reduced data all appeared to lie within a few percent of this line, as was shown in 
Fig. 1 of the original paper. 

Recently, our laboratory undertook to extend the correlation equation (1) using a slightly different temperature function 
in the r.h.s. In the course of this work it became clear that the original correlation was invalid, so we reworked the entire 
correlation. Fig. 7 shows where the reduced data actually lie. 

It is clear that there is no correlation such as we originally claimed. Without this correlation there is virtually no merit 
in the remaining ideas in the paper. It is still possible that IT can be correlated with an equation similar to (1), but that 
remains to be shown. 

The relatively simple calculations of h(w) were made without making a proper written record. Consequently our at
tempts to reconstruct how the original calculations led to an almost perfect correlation, have failed. We wish to apologize 
to the ASME readership and editorship for publishing the original paper. 
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